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#### Abstract

Chemotaxis systems play a crucial role in modeling the dynamics of bacterial and cellular behaviors, including propagation, aggregation, and pattern formation, all under the influence of chemical signals. One notable characteristic of these systems is their ability to simulate concentration phenomena, where cell density undergoes rapid growth near specific concentration points or along certain curves. Such growth can result in singular, spiky structures and lead to finite-time blowups.

Our investigation focuses on the dynamics of the Patlak-Keller-Segel chemotaxis system and its two-species extensions. In the latter case, different species may exhibit distinct chemotactic sensitivities, giving rise to very different rates of cell density growth. Such a situation may be extremely challenging for numerical methods as they may fail to accurately capture the blowup of the slower-growing species mainly due to excessive numerical dissipation.

In this paper, we propose a hybrid finite-difference-particle (FDP) method, in which a particle method is used to solve the chemotaxis equation(s), while finite difference schemes are employed to solve the chemoattractant equation. Thanks to the low-dissipation nature of the particle method, the proposed hybrid scheme is particularly adept at capturing the blowup behaviors in both one- and two-species cases. The proposed hybrid FDP methods are tested on a series of challenging examples, and the obtained numerical results demonstrate that our hybrid method can provide sharp resolution of the singular structures even with a relatively small number of particles. Moreover, in the two-species case, our method adeptly captures the blowing-up solution for the component with lower chemotactic sensitivity, a feature not observed in other works.
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## 1 Introduction

We consider the two-dimensional (2-D) two-species Patlak-Keller-Segel (PKS) type chemotaxis system:

$$
\left\{\begin{array}{l}
\left(\rho_{1}\right)_{t}+\chi_{1} \nabla \cdot\left(\rho_{1} \nabla c\right)=\nu_{1} \Delta \rho_{1}  \tag{1.1a}\\
\left(\rho_{2}\right)_{t}+\chi_{2} \nabla \cdot\left(\rho_{2} \nabla c\right)=\nu_{2} \Delta \rho_{2} \\
\tau c_{t}=\nu \Delta c+\gamma_{1} \rho_{1}+\gamma_{2} \rho_{2}-\zeta c
\end{array}\right.
$$

where $\boldsymbol{x}=(x, y)^{\top} \in \Omega \subset \mathbb{R}^{2}$ are the spatial variables, $t$ is time, $\rho_{1}$ and $\rho_{2}$ represent the cell densities of two non-competing species, $c$ is the concentration of the chemoattractant, $\chi_{2}>\chi_{1}>0$ are the chemotactic sensitivity parameters, $\nu_{1}, \nu_{2}$, and $\nu$ are the diffusion coefficients, $\gamma_{1}$ and $\gamma_{2}$ represent chemoattractant production rates, and $\zeta$ represents chemoattractant decay rate $\left(\nu_{1}, \nu_{2}, \nu, \gamma_{1}\right.$, $\gamma_{2}$, and $\zeta$ are positive constants). The parameter $\tau$ is either 0 or 1 , corresponding to the case of parabolic-elliptic or parabolic-parabolic coupling, respectively. The system (1.1) is considered subject to certain initial data and the homogeneous Neumann boundary conditions.

The original single-species PKS chemotaxis model, which is obtained from the system (1.1) by setting $\rho_{2} \equiv 0$, was first introduced in [32, 33, 37] and later extended to the two-species system (1.1) in [42]. Analytical investigations followed in [18, 24, 25, 29, 31, 36, 41]. Depending on the initial data, boundary conditions, and parameter values, the solution may either converge to a constant steady state or develop singular structures (blow up in finite time). In blowup scenarios, different blowup time scales are anticipated for the two densities, with $\rho_{2}$ possibly blowing up faster than $\rho_{1}$. However, as proved in [24, 25], simultaneous blowup is the only possibility in the parabolic-elliptic case $(\tau=0)$, even though different scalings may exist for the two species. This poses a significant challenge in developing accurate and robust numerical methods for (1.1).

To the best of our knowledge, the first numerical method for (1.1) was introduced in [34], where the system (1.1) was solved a second-order hybrid finite-volume-finite-difference method proposed in [8] for the single-species PKS system. It was observed in [34] that when $\chi_{2} \gg \chi_{1}$, the cell densities $\rho_{1}$ and $\rho_{2}$ exhibit different blowup behaviors: $\rho_{2}$ develops a $\delta$-type singularity, whereas $\rho_{1}$ undergoes algebraic blowup. This observation was numerically validated by conducting a very careful mesh refinement study. However, the obtained results were misleading since only algebraic growth - not blowup - of $\rho_{1}$ could be observed due to inadequate resolution (even on a very fine mesh). A fourth-order hybrid finite-volume-finite-difference method developed in [8] helped only slightly to enhance the resolution. More recently, in [13] an adaptive moving mesh (AMM) finitevolume semi-discrete upwind method was introduced to enhance the approximation of singular structures of $\rho_{1}$ in the two-species chemotaxis system. Despite this advancement, the numerical experiments reported in [13] show that even the AMM method failed to accurately capture the $\rho_{1}$-component of the blowing-up solution when $\chi_{2} \gg \chi_{1}$.

In this paper, we offer a hybrid finite-difference-particle (FDP) approach for capturing the singular behavior of solutions of (1.1). In order to achieve a high resolution of both components of the blowing up solution ( $\rho_{1}$ and $\rho_{2}$ ), we employ a sticky particle method introduced in [3, 14] in the context of pressureless gas dynamics equations, to the chemotaxis equations (1.1a) and (1.1b), while applying a second-order finite-difference (FD) semi-discrete scheme for solving the chemoattractant equation (1.1c).

Sticky particle methods belong to a class of deterministic particle methods, which provide a diffusion-free (or low diffusion) alternative to Eulerian methods for a variety of time-dependent

PDEs; see, e.g., 44, 14] and references therein. In these methods, the numerical solution is sought as a linear combination of Dirac distributions ( $\delta$-functions), whose positions and coefficients represent the locations and weights of the particles, respectively. The solution is then found by following the time evolution of the locations and weights of the particles according to a system of ODEs obtained by considering a weak formulation of the studied PDEs. Even though over the years deterministic particle methods were mainly used to numerically solve purely convective equations (see, e.g., [19, 39, 40] and references therein), the range of applicability of these methods was extended to treat convection-diffusion and other types of equations (see, e.g., [2, 6, $6,15,19,23,35,39]$ ). Several approaches have been explored for treating diffusion terms in particle methods. One of the widely used treatments is the random walk approach [17,28], in which the diffusion operator is naturally approximated by adding a Wiener process to the motion of each particle. This way, the diffusion only affects the positions of particles - not their weights. A drawback of the random walk method, like other stochastic methods, is that its accuracy is very low, and reasonable resolutions can be achieved only if a very large number of realizations is used, which would make the particle method for the PKS-type systems extremely inefficient. Among the deterministic approaches, the one we have successfully implemented in this paper is a weighted particles method [21, 22, 35], which is both efficient and accurate. In this method, the diffusion is first approximated by an integral operator, which is then treated as a source term that affects the particle weights-not their positions.

As mesh-free, particle methods are quite flexible as the particle positions are self-adapted to the local flow. This, however, comes at the expense of the regularity of the particle distribution: inter-particle distances typically change in time, and just as particles may cluster, they may also spread away from each other. This may lead to a poor resolution of the computed solution and a low efficiency of the particle method. The latter is related to the fact that the time step for the ODE solver used to evolve the particle system in time depends generally on the distance between the neighboring particles. Thus, the success of deterministic particle methods relies upon an accurate and efficient particle redistribution algorithm, which ensures that different parts of the computed solution are adequately resolved. A large variety of re-meshing techniques has been proposed (see, e.g., [4, 7, 9, 11, 15, 16, 20, 23, 38, to name a few) including particle merger approach used in [11, 16, 20]. Particle merger becomes crucial in cases when the solution naturally develops sharp spikes or even $\delta$-type singularities. In these cases, the clustering particles must be merged into heavier particles located in the center of mass of the merged particles: this is the key feature of the sticky particle methods, which were successfully applied to the pressureless gas dynamics equations [14], dusty gas flows [5], and the PKS-type system in this paper.

The success of the proposed hybrid FDP method hinges on the accurate and efficient computations of the values of $c$ at the particle locations and the projection of the particle approximations onto the nodes of the FD grid. The former is achieved with the help of a global piecewise linear approximation of $c$ (this technique is borrowed from the finite-volume methods; also see the finite-volume-particles methods in [5, 14]), while for the latter one, we introduce a new particle-grid projection approach.

The paper is organized as follows. In §2, we give a brief overview of the weighted particle method for convection-diffusion equations. In §3, we introduce a hybrid FDP method, whose components - a novel sticky particle method for the cell densities equations and a second-order FD scheme for the chemoattractant equations-are described in $\$ 3.1$ and $\$ 3.2$, respectively. Details of the projection between the particle and grid data, which needs to be performed in the hybridization algorithm, are discussed in 83.3 . In $\S 4$, we demonstrate the performance of the hybrid FDP
method on a number of challenging numerical examples designed to demonstrate the capability of the proposed method to resolve the blowup solution behavior with high resolution. Finally, we conclude the paper in $\$ 5$ by summarizing our contributions.

## 2 Weighted Particle Method: an Overview

In this section, we briefly describe the weighted particle method for 2-D convection-diffusion equations. We consider the following model problem:

$$
\begin{equation*}
\rho_{t}+\nabla \cdot(\rho \boldsymbol{u})=\nu \Delta \rho, \quad \boldsymbol{x} \in \Omega \subset \mathbb{R}^{2}, \quad t>0 \tag{2.1}
\end{equation*}
$$

subject to the initial data

$$
\begin{equation*}
\rho(\boldsymbol{x}, 0)=\rho_{0}(\boldsymbol{x}) . \tag{2.2}
\end{equation*}
$$

Here, $\rho(\boldsymbol{x}, t)$ is an unknown function, $\boldsymbol{u}(\boldsymbol{x}, t)=(u(\boldsymbol{x}, t), v(\boldsymbol{x}, t))^{\top}$ is the given velocity field, $\nu$ is a positive diffusion coefficient, and $\rho_{0}(\boldsymbol{x})$ is a given function. Notice that equations (1.1a) and (1.1b) would read as the convection-diffusion equation (2.1) if one replaces $\nabla c$ there with a given velocity field. Dependence of (1.1a) and (1.1b) on the chemoattractant equation (1.1c) makes the development of particle methods for (1.1a) and (1.1b) substantially more challenging, as discussed in $\$ 3.1$, where we develop a new sticky particle method for chemotaxis equations.

We aim to find an approximate solution of (2.1)-(2.2) as a linear combination of Dirac $\delta$ functions,

$$
\begin{equation*}
\widehat{\rho}(\boldsymbol{x}, t)=\sum_{i=1}^{N} w_{i}(t) \delta\left(\boldsymbol{x}-\boldsymbol{x}_{i}(t)\right) \tag{2.3}
\end{equation*}
$$

where $\boldsymbol{x}_{i}(t)$ represents the location of the $i$-th particle, $w_{i}(t)$ denotes its weight, and $N$ is the total number of particles. We would like to emphasize that this concept of particles represents a mathematical abstraction, differing from the physical concept of particles of specific materials.

We begin with the initialization of the particle approximation (2.3). To this end, we divide $\Omega$ into a set of non-overlapping subdomains $\left\{\Omega_{i}(0)\right\}_{i=1}^{N}$ :

$$
\Omega=\bigcup_{i=1}^{N} \Omega_{i}(0) \quad \text { and } \quad \Omega_{i}(0) \cap \Omega_{j}(0)=\emptyset \quad \forall i \neq j
$$

We set the initial location of the $i$-th particle, $\boldsymbol{x}_{i}(0)$, to be the center of mass of $\Omega_{i}(0)$. The corresponding initial weight is then given by $\int_{\Omega_{i}(0)} \rho(\boldsymbol{x}, 0) \mathrm{d} \boldsymbol{x}$, which we approximate using the midpoint rule resulting in

$$
\begin{equation*}
w_{i}(0)=\rho\left(\boldsymbol{x}_{i}(0), 0\right)\left|\Omega_{i}(0)\right| \tag{2.4}
\end{equation*}
$$

Following the lines of [4] (also see [21, 22, 35]), we replace the Laplacian operator $\Delta \rho$ on the right-hand side of (2.1) with its integral approximation so that we obtain the equation

$$
\begin{equation*}
\rho_{t}(\boldsymbol{x}, t)+\nabla \cdot(\rho(\boldsymbol{x}, t) \boldsymbol{u}(\boldsymbol{x}, t))=\frac{\nu}{\sigma^{2}} \iint_{\mathbb{R}^{2}} \eta_{\sigma}(\boldsymbol{x}-\boldsymbol{y})(\rho(\boldsymbol{y}, t)-\rho(\boldsymbol{x}, t)) \mathrm{d} \boldsymbol{y} \tag{2.5}
\end{equation*}
$$

where $\sigma$ is a small positive number and

$$
\begin{equation*}
\eta_{\sigma}(\boldsymbol{x}):=\frac{1}{\sigma^{2}} \eta\left(\frac{\boldsymbol{x}}{\sigma}\right), \quad \eta(\boldsymbol{x})=\frac{4}{\pi} e^{-|\boldsymbol{x}|^{2}}, \tag{2.6}
\end{equation*}
$$

and substitute (2.3) into a weak form of (2.5) -(2.6) to end up with the following system of ODEs for the particle locations $\boldsymbol{x}_{i}(t)$, weights $w_{i}(t)$, and subdomain sizes $\left|\Omega_{i}(t)\right|$ :

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{x}_{i}(t)=\boldsymbol{u}\left(\boldsymbol{x}_{i}(t), t\right)=: \boldsymbol{u}_{i}(t)=\left(u_{i}(t), v_{i}(t)\right)^{\top},  \tag{2.7}\\
\frac{\mathrm{d}}{\mathrm{~d} t} w_{i}(t)=\frac{\nu}{\sigma^{2}} \sum_{j=1}^{N} \eta_{\sigma}\left(\boldsymbol{x}_{i}(t)-\boldsymbol{x}_{j}(t)\right)\left[w_{j}(t)\left|\Omega_{i}(t)\right|-w_{i}(t)\left|\Omega_{j}(t)\right|\right]=: \beta_{i}(t), \\
\frac{\mathrm{d}}{\mathrm{~d} t}\left|\Omega_{i}(t)\right|=\nabla \cdot \boldsymbol{u}\left(\boldsymbol{x}_{i}(t), t\right)\left|\Omega_{i}(t)\right| .
\end{array}\right.
$$

The initial conditions for this ODE system are specified in (2.4).
The ODE system (2.7) is to be numerically integrated by an appropriate ODE solver. The time step $\Delta t$ should depend on the distance between nearby particles as the stability condition imposes that no particle trajectories should intersect within the time interval $[t, t+\Delta t]$.

In order to quantify this requirement, let us consider $i$-th and $j$-th particles for some $i$ and $j$ and assume, for the sake of simplicity, that the system (2.7) is numerically solved by the first-order forward Euler method. In this case, the particle trajectories are straight lines and can be described by the following parametric form with parameters $\tau_{i}$ and $\tau_{j}$ :

$$
\left\{\begin{array} { l } 
{ x = x _ { i } ( t ) + \tau _ { i } u _ { i } ( t ) , } \\
{ y = y _ { i } ( t ) + \tau _ { i } v _ { i } ( t ) , }
\end{array} \quad \text { and } \quad \left\{\begin{array}{l}
x=x_{j}(t)+\tau_{j} u_{j}(t), \\
y=y_{j}(t)+\tau_{j} v_{j}(t)
\end{array}\right.\right.
$$

It is easy to verify that these two straight lines intersect at the point that corresponds to

$$
\begin{align*}
& \tau_{i}=\frac{v_{i}(t)\left(x_{j}(t)-x_{i}(t)\right)-u_{i}(t)\left(y_{j}(t)-y_{i}(t)\right)}{u_{i}(t) v_{j}(t)-u_{j}(t) v_{i}(t)}  \tag{2.8}\\
& \tau_{j}=\frac{v_{j}(t)\left(x_{j}(t)-x_{i}(t)\right)-u_{j}(t)\left(y_{j}(t)-y_{i}(t)\right)}{u_{i}(t) v_{j}(t)-u_{j}(t) v_{i}(t)}
\end{align*}
$$

unless the denominator $u_{i}(t) v_{j}(t)-u_{j}(t) v_{i}(t)$ vanishes, in which case these two lines are parallel. Notice that the $i$-th particle will arrive in this intersection point at time $t+\tau_{i}$ provided $\tau_{i}>0$, while the $j$-th particle will be there at time $t+\tau_{j}$ provided $\tau_{j}>0$. This leads to the following time step constraint:

$$
\Delta t \leq \begin{cases}\min _{(i, j): \tau_{i}>0, \tau_{j}>0}\left\{\max \left(\tau_{i}, \tau_{j}\right)\right\} & \text { if } \exists(i, j): \tau_{i}>0, \tau_{j}>0  \tag{2.9}\\ \infty, & \text { otherwise }\end{cases}
$$

Remark 2.1 In practice, in order to prevent division by very small numbers, one has to use the formulae in (2.8) only when $\left|u_{i}(t) v_{j}(t)-u_{j}(t) v_{i}(t)\right|>\mu$, where $\mu$ is a small positive number.

Additional time step constraints are obtained by requiring the weights $w_{i}$ to remain nonnegative for all $i$ (this is extremely important when $\rho$ must remain nonnegative as in the studied case of chemotaxis systems), the size of subdomains $\Omega_{i}$ not to decay too fast (for instance, one may restrict their decay within one-time step by a factor of 2 ), and no particle to propagate too far in one time step. In the case of forward Euler time discretization, these restrictions read as

$$
\Delta t \leq \begin{cases}\min _{i: \beta_{i}(t)<0}\left\{-\frac{w_{i}(t)}{\beta_{i}(t)}\right\} & \text { if } \max _{i}\left\{-\frac{w_{i}(t)}{\beta_{i}(t)}\right\}>0  \tag{2.10}\\ \infty, & \text { otherwise }\end{cases}
$$

$$
\Delta t \leq \begin{cases}\min _{i: \nabla \cdot \boldsymbol{u}\left(\boldsymbol{x}_{i}(t), t\right)<0}\left\{-\frac{1}{2 \nabla \cdot \boldsymbol{u}\left(\boldsymbol{x}_{i}(t), t\right)}\right\} & \text { if } \max _{i}\left\{-\frac{1}{2 \nabla \cdot \boldsymbol{u}\left(\boldsymbol{x}_{i}(t), t\right)}\right\}>0  \tag{2.11}\\ \infty, & \text { otherwise }\end{cases}
$$

and

$$
\begin{equation*}
\Delta t \leq \frac{\sqrt{\min _{i}\left|\Omega_{i}(0)\right|}}{\max _{i}\left(\max \left\{\left|u_{i}\right|,\left|v_{i}\right|\right\}\right)} \tag{2.12}
\end{equation*}
$$

respectively.

Remark 2.2 The time restrictions (2.9)-(2.11) are still valid if a high-order strong stability preserving (SSP) Runge-Kutta or multistep explicit method [26, [27] is used instead of the forward Euler method for time integration, since the SSP methods can be expressed as convex combinations of forward Euler steps.

## 3 Hybrid FDP Method for (1.1)

We now turn our attention to the PKS-type system (1.1) and introduce an FDP method for its numerical solution. Specifically, the chemotaxis equations (1.1a) and (1.1b) are discretized using a sticky particle method (\$3.1), while the chemoattractant concentration equation (1.1c) is approximated using a FD scheme (\$3.2). The coupling between the two ingredients of the FDP methods is carried out using the projection techniques (\$3.3)

### 3.1 Sticky Particle Method for Equations (1.1a) and (1.1b)

Recall that the chemotaxis equations (1.1a) and (1.1b) take the form of the convection-diffusion equation (2.1) with $\rho$ being either $\rho_{1}$ or $\rho_{2}, \nu=\nu_{1}$ or $\nu=\nu_{2}$, and $\boldsymbol{u}=\chi_{1} \nabla c$ or $\boldsymbol{u}=\chi_{2} \nabla c$. The corresponding particle solutions for $\rho_{1}$ and $\rho_{2}$ are sought in the form

$$
\begin{equation*}
\widehat{\rho}_{1}(\boldsymbol{x}, t)=\sum_{i=1}^{N_{1}} w_{i}^{1}(t) \delta\left(\boldsymbol{x}-\boldsymbol{x}_{i}^{1}(t)\right) \quad \text { and } \quad \widehat{\rho}_{2}(\boldsymbol{x}, t)=\sum_{i=1}^{N_{2}} w_{i}^{2}(t) \delta\left(\boldsymbol{x}-\boldsymbol{x}_{i}^{2}(t)\right) \tag{3.1}
\end{equation*}
$$

with $\boldsymbol{x}_{i}^{1}(t)$ and $\boldsymbol{x}_{i}^{2}(t)$ being each species particle locations, $w_{i}^{1}(t)$ and $w_{i}^{2}(t)$ their corresponding weights, and $N_{1}$ and $N_{2}$ the total number of each species particles. We denote by $\Omega_{i}^{1}(t)$ and $\Omega_{i}^{2}(t)$ the subdomains occupied by the corresponding particles.

In principle, one can apply the weighted particle method from \$2 to (1.1a) and (1.1b), in which the particle locations, their weights, and sizes of the corresponding subdomains evolve in time according to (2.7). However, when the solutions of (1.1a) and (1.1b) start developing spiky structures, the particles start clustering in the regions of large chemoattractant gradient and hence, using a constant $\sigma$ in (2.7) leads to an inaccurate approximation of the diffusion operator. One therefore has to use variable values of $\sigma$, which depend on the distance between the particles. In particular, we use $\sigma_{i j}^{k}=\sqrt{\left(\left|\Omega_{i}^{k}\right|+\left|\Omega_{j}^{k}\right|\right) / 2}, k=1,2$, so that the system (2.7) for $\rho_{1}$ and $\rho_{2}$ reads
as

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{x}_{i}^{k}=\left(u_{i}^{k}, v_{i}^{k}\right)^{\top}, \quad k=1,2  \tag{3.2}\\
\frac{\mathrm{~d}}{\mathrm{~d} t} w_{i}^{k}=\nu \sum_{j=1}^{N_{k}} \frac{1}{\left(\sigma_{i j}^{k}\right)^{2}} \eta_{\sigma_{i j}^{k}}\left(\boldsymbol{x}_{i}^{k}-\boldsymbol{x}_{j}^{k}\right)\left[w_{j}^{k}\left|\Omega_{i}^{k}\right|-w_{i}^{k}\left|\Omega_{j}^{k}\right|\right], \quad k=1,2 \\
\frac{\mathrm{~d}}{\mathrm{~d} t}\left|\Omega_{i}^{k}\right|=r_{i}^{k}\left|\Omega_{i}^{k}\right|, \quad k=1,2
\end{array}\right.
$$

Here, $\left(u_{i}^{k}, v_{i}^{k}\right)^{\top} \approx \chi_{k} \nabla c\left(x_{i}^{k}(t), y_{i}^{k}(t), t\right)$ and $r_{i}^{k} \approx \chi_{k} \Delta c\left(x_{i}^{k}(t), y_{i}^{k}(t), t\right)$, which will be obtained in $\$ 3.3 .1$ below. Notice that all of the indexed quantities in (3.2) depend on $t$, but we have omitted this dependence for the sake of brevity. Time dependence of indexed quantities will be also omitted below unless it is necessary to emphasize it in the discussion context.

It should be observed that choosing variable $\sigma_{i j}^{k}$ is not sufficient to make numerical integration of the ODE system (3.2) practically feasible as the time step restriction (2.9) would lead to $\Delta t \rightarrow 0$, when $\rho_{1}$ and $\rho_{2}$ approaching the point mass concentration.

In order to overcome this difficulty, we present a new sticky particle method for the chemotaxis equations (1.1a) and (1.1b). The basic idea of sticky particle methods is to coalesce clustering particles into a "heavier" particle located at their center of mass. In this paper, we intoduce a new particle merger strategy, which is implemented in two steps. Namely, at each time level $t$, we first identify pairs of particles whose trajectories are about to intersect by the next time level $t+\Delta t$ and merge them before the time evolution step. We then evolve the particles from $t$ to $t+\Delta t$ and coalesce those particles, which have clustered upon the completion of the evolution step (the second merger step was used in [5, 11, [14, 16, 20]).

In order to implement the merger, we introduce an auxiliary "merger" Cartesian grid consisting of small cells of the size about $\frac{1}{4} \min _{i}\left|\Omega_{i}(0)\right|$ and assume that at a certain time level $t$ no "merger" cell contain more than one particle. We then compute the time step $\Delta t$ based on the two-species version of the time step restrictions (2.10)-(2.12), but not (2.9), which, as we have mentioned, may be impractically too restrictive. Equipped with this $\Delta t$, we proceed with the following steps.

Merger Step 1. We identify those pairs of the same species particles, whose trajectories are about to intersect before time $t+\Delta t$. Let us assume that $\left\{\left(\boldsymbol{x}_{i}^{k}, w_{i}^{k},\left|\Omega_{i}^{k}\right|\right),\left(\boldsymbol{x}_{j}^{k}, w_{j}^{k},\left|\Omega_{j}^{k}\right|\right)\right\}$ is one of such pairs $\left(k=1\right.$ or 2 ), that is, $\tau_{i}^{k}>0, \tau_{j}^{k}>0$, and $\max \left\{\tau_{i}^{k}, \tau_{j}^{k}\right\}<\Delta t$, where $\tau_{i}^{k}$ and $\tau_{j}^{k}$ are given by the two-species version of (2.8). We then add the weights of these two particles, combine their subdomains, and replace the two particles with one heavier particle located at the center of mass of the replaced particles:

$$
\left\{\left(\boldsymbol{x}_{i}^{k}, w_{i}^{k},\left|\Omega_{i}^{k}\right|\right),\left(\boldsymbol{x}_{j}^{k}, w_{j}^{k},\left|\Omega_{j}^{k}\right|\right)\right\} \quad \longrightarrow \quad\left(\widetilde{\boldsymbol{x}}^{k}, \widetilde{w}^{k},\left|\widetilde{\Omega}^{k}\right|\right)
$$

with

$$
\widetilde{\boldsymbol{x}}^{k}=\frac{w_{i}^{k} \boldsymbol{x}_{i}^{k}+w_{j}^{k} \boldsymbol{x}_{j}^{k}}{w_{i}^{k}+w_{j}^{k}}, \quad \widetilde{w}^{k}=w_{i}^{k}+w_{j}^{k}, \quad\left|\widetilde{\Omega}^{k}\right|=\left|\Omega_{i}^{k}\right|+\left|\Omega_{j}^{k}\right| .
$$

Once the $i$-th and $j$-th particles of species $k$ have been merged, the total number of particles for this species reduces by one, the remaining particles are re-numbered, and Merger Step 1 is repeated for each species to ensure that no particle trajectories intersect within the current time step.

Remark 3.1 Notice that the process of searching for pairs of particles with potentially intersecting trajectories is computationally expensive if performed in a straightforward manner-looping through all particle pairs of species $k$ is $\mathcal{O}\left(N_{k}^{2}\right)$ expensive. However, the search mechanism can be made efficient by introducing another auxiliary Cartesian grid with cells of size $\min _{i}\left|\Omega_{i}(0)\right|$ and using the fact that the time step restriction (2.12) ensures that particles cannot propagate too far within one time step. One can then check the particles located in nearby auxiliary cells. This alternative implementation is only $\mathcal{O}\left(N_{k}\right)$ expensive for $k=1,2$.

Time Evolution. The particle solution is evolved from time $t$ to $t+\Delta t$ by numerically solving (3.2). Recall that the system (1.1) is solved subject to the homogeneous Neumann boundary conditions, which imply that no particles should leave the computational domain $\Omega$. This is, however, not automatically guaranteed and we therefore develop a "pull-back" strategy of relocating the outside particles back on the domain boundary $\partial \Omega$ as follows: we move the outside particle to the closest point on $\partial \Omega$. Once all of the evolved particles are located in $\Omega$, one has to coalesce the clustering particles according to Merger Step 2.

If a Runge-Kutta ODE solver is employed (as in all of the numerical experiments presented in §4), then both "pull-back" and merger algorithms should be implemented at the end of each Runge-Kutta stage.

Merger Step 2. We find all of the auxiliary "merger" cells containing more than one particle from the same species and then merge them according to the following procedure. Let $C_{\text {mer }}$ be one of such cells with two or more particles of species $k(k=1$ or 2$)$. Then, the particles of species $k$ located in $C_{\text {mer }}$ are merged into a new particle, $\left(\widetilde{\boldsymbol{x}}^{k}, \widetilde{w}^{k},\left|\widetilde{\Omega}^{k}\right|\right)$, located at the center of mass of the replaced particles and their weights and subdomain sizes are summed up:

$$
\widetilde{\boldsymbol{x}}^{k}=\frac{\sum_{i: \boldsymbol{x}_{i}^{k} \in C_{\text {mer }}} w_{i}^{k} \boldsymbol{x}_{i}^{k}}{\sum_{i: \boldsymbol{x}_{i}^{k} \in C_{\text {mer }}} w_{i}^{k}}, \quad \widetilde{w}^{k}=\sum_{i: \boldsymbol{x}_{i}^{k} \in C_{\text {mer }}} w_{i}^{k}, \quad\left|\widetilde{\Omega}^{k}\right|=\sum_{i: \boldsymbol{x}_{i} \in C_{\text {mer }}}\left|\Omega_{i}^{k}\right|
$$

Remark 3.2 We would like to point out that, by construction, the sticky particle method preserves the positivity of $\rho_{1}$ and $\rho_{2}$, which is a crucial property for the stability of numerical methods for PKS-type systems, as it was show in [10].

### 3.2 Finite-Difference Scheme for Equation (1.1c)

In this section, we describe the second ingredient of our hybrid method-the FD scheme, which is used to numerically solve the chemoattractant concentration equation (1.1c). We restrict our consideration to the case of a rectangular computational domain $\Omega$. For general domains, one can still use FD schemes, but treatment of boundary conditions and grid points near the boundary becomes quite delicate (this is outside the scope of current paper).

We first split $\Omega$ into uniform rectangular cells $C_{\ell, m}$ of dimensions $\Delta x$ and $\Delta y$ and denote the cell centers by $\boldsymbol{x}_{\ell, m}=\left(x_{\ell, m}, y_{\ell, m}\right)$. A second-order FD discretization of (1.1c) (or, a semi-discretization in the parabolic case with $\tau=1$ ) reads as

$$
\begin{equation*}
\tau \frac{\mathrm{d}}{\mathrm{~d} t} c_{\ell, m}=\nu\left[\frac{c_{\ell+1, m}-2 c_{\ell, m}+c_{\ell-1, m}}{(\Delta x)^{2}}+\frac{c_{\ell, m+1}-2 c_{\ell, m}+c_{\ell, m-1}}{(\Delta y)^{2}}\right]+\gamma_{1}\left(\rho_{1}\right)_{\ell, m}+\gamma_{2}\left(\rho_{2}\right)_{\ell, m}-\zeta c_{\ell, m} \tag{3.3}
\end{equation*}
$$

where $c_{\ell, m}: \approx c\left(\boldsymbol{x}_{\ell, m}, t\right)$.
If $\tau=1$, then one need to numerically integrate the extended ODE system (3.2)-(3.3). Otherwise, if $\tau=0$, (3.3) is a linear algebraic system with respect to $\left\{c_{\ell, m}\right\}$, which needs to be solved upon completion of each Runge-Kutta stage.

### 3.3 Projection Between the Particle and Grid Data

It should be obsevred that one has to project the data from/to the particle locations $\boldsymbol{x}_{i}^{k}$ to/from the grid nodes $\boldsymbol{x}_{\ell, m}$, when a meshless particle method is combined with a grid-based FD scheme. We introduce these mapping procedures in \$3.3.1 and §3.3.2.

### 3.3.1 Computation of $\nabla c$ and $\Delta c$ at Particle Locations

In order to evolve particles in time according to (3.2), one has to compute velocities $\left(u_{i}^{k}, v_{i}^{k}\right)^{\top}$ and their divergences $r_{i}^{k}$ at the particle locations. Since these quantities are obtained using $\nabla c$ and $\Delta c$ and since the values $c_{\ell, m}$ are computed at the grid points, a projection of the grid data on the particle location has to be carried out. This can be done as follows.

First, we compute the point values of $c_{x}, c_{y}$, and $\Delta c$ at the grid points using the second-order FDs:

$$
\begin{aligned}
& \left(c_{x}\right)_{\ell, m}=\frac{c_{\ell+1, m}-c_{\ell-1, m}}{2 \Delta x}, \quad\left(c_{y}\right)_{\ell, m}=\frac{c_{\ell, m+1}-c_{\ell, m-1}}{2 \Delta y} \\
& (\Delta c)_{\ell, m}=\frac{c_{\ell+1, m}-2 c_{\ell, m}+c_{\ell-1, m}}{(\Delta x)^{2}}+\frac{c_{\ell, m+1}-2 c_{\ell, m}+c_{\ell, m-1}}{(\Delta y)^{2}}
\end{aligned}
$$

then construct global (in space) piecewise linear interpolants for $c_{x}, c_{y}$, and $\Delta c$, which is in every cell $C_{\ell, m}$ defined by

$$
\begin{aligned}
& \widetilde{c_{x}}(x, y)=\left(c_{x}\right)_{\ell, m}+\frac{\left(c_{x}\right)_{\ell+1, m}-\left(c_{x}\right)_{\ell-1, m}}{2 \Delta x}\left(x-x_{\ell, m}\right)+\frac{\left(c_{x}\right)_{\ell, m+1}-\left(c_{x}\right)_{\ell, m-1}}{2 \Delta y}\left(y-y_{\ell, m}\right), \\
& \widetilde{c_{y}}(x, y)=\left(c_{y}\right)_{\ell, m}+\frac{\left(c_{y}\right)_{\ell+1, m}-\left(c_{y}\right)_{\ell-1, m}}{2 \Delta x}\left(x-x_{\ell, m}\right)+\frac{\left(c_{y}\right)_{\ell, m+1}-\left(c_{y}\right)_{\ell, m-1}}{2 \Delta y}\left(y-y_{\ell, m}\right), \\
& \widetilde{\Delta c}(x, y)=(\Delta c)_{\ell, m}+\frac{(\Delta c)_{\ell+1, m}-(\Delta c)_{\ell-1, m}}{2 \Delta x}\left(x-x_{\ell, m}\right)+\frac{(\Delta c)_{\ell, m+1}-(\Delta c)_{\ell, m-1}}{2 \Delta y}\left(y-y_{\ell, m}\right),
\end{aligned}
$$

and finally, for each particle location $\boldsymbol{x}_{i}^{k}, k=1,2$, we obtain

$$
\begin{equation*}
u_{i}^{k}=\chi_{k} \widetilde{c_{x}}\left(x_{i}^{k}, y_{i}^{k}\right), \quad v_{i}^{k}=\chi_{k} \widetilde{c_{y}}\left(x_{i}^{k}, y_{i}^{k}\right), \quad r_{i}^{k}=\chi_{k} \widetilde{\Delta c}\left(x_{i}^{k}, y_{i}^{k}\right) \tag{3.4}
\end{equation*}
$$

### 3.3.2 Computation of $\rho_{1}$ and $\rho_{2}$ at Grid Points

In order to evolve $c$ in time according to (3.3), one has to recover the density grid values $\left(\rho_{1}\right)_{\ell, m}$ and $\left(\rho_{2}\right)_{\ell, m}$ from the particle distributions (3.1). This can be conducted in the following three steps.
Step 1. We compute the point values $\rho_{1}$ and $\rho_{2}$ at the particle locations $\boldsymbol{x}_{i}^{k}$ by dividing the particle weight $w_{i}^{k}$ by the corresponding subdomain sizes $\left|\Omega_{i}^{k}\right|$, that is, we set $\rho_{i}^{k}=w_{i}^{k} /\left|\Omega_{i}^{k}\right|$.
Step 2. For each particle satisfying $\boldsymbol{x}_{i}^{k} \in C_{\ell, m}$, we compute the distance from this particle to the cell center $\boldsymbol{x}_{\ell, m}$ :

$$
\begin{equation*}
\left(d_{i}^{k}\right)_{\ell, m}:=\left|\boldsymbol{x}_{i}^{k}-\boldsymbol{x}_{\ell, m}\right|, \tag{3.5}
\end{equation*}
$$

and evaluate the grid values of $\rho_{1}$ and $\rho_{2}$ at the cell center $\boldsymbol{x}_{\ell, m}$ using a distance-based weighted averaging:

$$
\begin{equation*}
\left(\rho_{k}\right)_{\ell, m}^{*}=\frac{\sum_{x_{i}^{k} \in C_{\ell, m}} \rho_{i}^{k} /\left(d_{i}^{k}\right)_{\ell, m}}{\sum_{x_{i}^{k} \in C_{\ell, m}} 1 /\left(d_{i}^{k}\right)_{\ell, m}}, \quad k=1,2 . \tag{3.6}
\end{equation*}
$$

If there is no particles of species $k$ in cell $C_{\ell, m}$, we set $\left(\rho_{k}\right)_{\ell, m}^{*}=0$.
Step 3. In the cells containing no particles, the value $\left(\rho_{k}\right)_{\ell, m}^{*}=0$ may be very inaccurate. The therefore replace the values computed in Step 2 with:

$$
\left(\rho_{k}\right)_{\ell, m}= \begin{cases}\left(\rho_{k}\right)_{\ell, m}^{*} & \text { if } \exists i: \boldsymbol{x}_{i}^{k} \in C_{\ell, m} \\ \frac{\left(\rho_{k}\right)_{\ell+1, m}^{*}+\left(\rho_{k}\right)_{\ell-1, m}^{*}+\left(\rho_{k}\right)_{\ell, m+1}^{*}+\left(\rho_{k}\right)_{\ell, m-1}^{*}}{4+2 \sqrt{2}} & \text { otherwise } \\ +\frac{\left(\rho_{k}\right)_{\ell+1, m+1}^{*}+\left(\rho_{k}\right)_{\ell+1, m-1}^{*}+\left(\rho_{k}\right)_{\ell-1, m+1}^{*}+\left(\rho_{k}\right)_{\ell-1, m-1}^{*}}{4+4 \sqrt{2}} & \end{cases}
$$

where the latter expression is the distance-based weighted averaging over neighboring cells.
Remark 3.3 It should be observed that there are other ways to recover grid values of the computed solution from its particle distribution when the solution is smooth; see, e.g., [4]. However, after the spiky structure is developed, most of these methods are based on a certain regularization of the $\delta$-functions and hence lead to a substantial decrease of the maximum values of $\rho_{1}$ and $\rho_{2}$. The method we have used in Step 1 seems to be the only robust option.

Remark 3.4 Note that some of the values $d_{i}^{k}$ defined in (3.5) may be very small or even zero. We therefore need to desingularize the computation in (3.6) to prevent division by small numbers. This is done by replacing (3.5) with

$$
d_{i}^{k}=\max \left\{d_{\min },\left|\boldsymbol{x}_{i}^{k}-\boldsymbol{x}_{\ell, m}\right|\right\},
$$

where $d_{\min }$ is a small positive number taken to be $\min (\Delta x, \Delta y) / 16$ in all of the numerical examples reported in \$4.

## 4 Numerical Examples

In this section, we demonstrate the performance of the proposed hybrid FDP method and its capability of capturing the blowing up solutions of the PKS-type system (1.1) with high resolution.

Recall that the proposed method employs three different meshes for distinct purposes: a mesh used in the FD scheme $\left(C_{\ell, m}\right)$, a mesh used as initial particle subdomains $\Omega_{i}(0)$, and a mesh used for Merger Step $2\left(C_{\text {mer }}\right)$. In the following numerical examples, we use uniform meshes with $\Delta:=\Delta x=\Delta y$ and keep the ratio between these three mesh sizes fixed. Specifically, by "numerical results obtained on a mesh of size $\Delta "$, we imply the combination of a mesh of size $\Delta$ for the FD scheme, a mesh of size $\Delta / 4$ for initial particle subdomains, and a mesh of size $\Delta / 8$ for the merger.

For time evolution, we use the three-stage third-order SSP Runge-Kutta method [26, 27]. The time step is selected using the stability restrictions introduced in (2.10)-(2.12). We remind the reader that once the final time solution has been computed, the point values of $c$ are available,
while the point values of $\rho_{1}$ and $\rho_{2}$ need to be recovered as described in Steps 1 and 2 in $\oint 33.3 .2$, In order to visualize the obtained solution and conduct the experimental convergence study, one may use, for instance, the MATLAB built-in function scatteredInterpolant.

### 4.1 Parabolic-Parabolic Case ( $\tau=1$ )

## Example 1-Accuracy Test

The primary objective of this example is to experimentally check the accuracy of the proposed hybrid FDP method.

We consider the system (1.1) with $\tau=1, \nu=10, \chi_{1}=5, \chi_{2}=60, \gamma_{1}=\gamma_{2}=\zeta=\nu_{1}=\nu_{2}=1$, and subject to the following initial conditions:

$$
\rho_{1}(x, y, 0)=\rho_{2}(x, y, 0)=500 \mathrm{e}^{-100\left(x^{2}+y^{2}\right)}, \quad c(x, y, 0) \equiv 1, \quad(x, y) \in \Omega=[-1,1] \times[-1,1] .
$$

We compute the numerical solutions until time $t=2 \times 10^{-4}$ using various resolutions with $\Delta=$ $2 / 15,2 / 20,2 / 25,2 / 30,2 / 40,2 / 50,2 / 60,2 / 80,2 / 100$, and $2 / 120$. Given the numerical solutions obtained on meshes of sizes $\Delta, \Delta / 2$, and $\Delta / 4$, we compute the $L^{1}$ - and $L^{2}$-errors and estimate the corresponding experimental convergence rates using the following Runge formulae:

$$
L^{p} \text {-error } \approx \frac{\left\|(\cdot)^{\frac{\Delta}{2}}-(\cdot)^{\frac{\Delta}{4}}\right\|_{L^{p}}^{2}}{\left.\left\|(\cdot)^{\Delta}-(\cdot)^{\frac{\Delta}{2}}\right\|_{L^{p}}-\left\|(\cdot)^{\frac{\Delta}{2}}-(\cdot)^{\frac{\Delta}{4}}\right\|_{L^{p}} \right\rvert\,}, \quad \text { rate } \approx \log _{2}\left(\frac{\left\|(\cdot)^{\Delta}-(\cdot)^{\frac{\Delta}{2}}\right\|_{L^{p}}}{\left\|(\cdot)^{\frac{\Delta}{2}}-(\cdot)^{\frac{\Delta}{4}}\right\|_{L^{p}}}\right), \quad p=1,2
$$

where $(\cdot)^{\Delta}$ denotes the numerical results obtained on a mesh of size $\Delta$.
The computed $L^{1}$ - and $L^{2}$-errors and the corresponding experimental convergence rates for $\rho_{1}, \rho_{2}$, and $c$ are presented in Table 4.1, where one can see that the second order of accuracy is achieved.

| $\Delta$ | $\rho_{1}$ |  |  |  | $\rho_{2}$ |  |  |  | c |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L^{1}$-error | rate | $L^{2}$-error | rate | $L^{1}$-error | rate | $L^{2}$-error | rate | $L^{1}$-error | rate | $L^{2}$-error | rate |
| 2/60 | 2.94e-2 | 1.95 | 1.35e-1 | 1.88 | 7.70e-2 | 2.20 | $2.94 \mathrm{e}-1$ | 2.43 | $1.80 \mathrm{e}-4$ | 1.78 | $4.12 \mathrm{e}-4$ | 2.00 |
| 2/80 | $1.55 \mathrm{e}-2$ | 2.00 | 7.75e-2 | 1.85 | $4.52 \mathrm{e}-2$ | 1.64 | $1.96 \mathrm{e}-1$ | 1.70 | $1.06 \mathrm{e}-4$ | 1.81 | $3.43 \mathrm{e}-4$ | 1.65 |
| 2/100 | 1.04e-2 | 1.93 | $4.48 \mathrm{e}-2$ | 1.93 | $2.19 \mathrm{e}-2$ | 2.43 | $8.40 \mathrm{e}-2$ | 2.68 | 7.33e-5 | 1.75 | $1.65 \mathrm{e}-4$ | 1.93 |
| 2/120 | $6.20 \mathrm{e}-3$ | 2.07 | $2.55 \mathrm{e}-2$ | 2.10 | 1.93e-2 | 2.11 | 6.63e-2 | 2.06 | $4.52 \mathrm{e}-5$ | 1.87 | $1.06 \mathrm{e}-4$ | 1.99 |

Table 4.1: Example 1: The $L^{1}$ - and $L^{2}$-errors and the corresponding convergence rates.

## Example 2-Two-Species Blowup at the Center of the Domain

In this example, we consider the same initial-boundary value problem (IBVP) as in Example 1, but compute its numerical solution until much larger times $t=5 \times 10^{-4}$ and $10^{-3}$. The densities $\rho_{1}$ and $\rho_{2}$ obtained on a mesh of size $\Delta=1 / 20$ are plotted in Figure 4.1. The results are comparable to the ones in [13, Example 3] and [34]: Both $\rho_{1}$ and $\rho_{2}$ exhibit blowup behavior, and the solution of $\rho_{2}$ blows up faster.

This example is challenging in the sense that excessive numerical viscosity may smear the singularity, leading to a failure to capture the blowup behavior. Due to the low-dissipation nature


Figure 4.1: Example 2: $\rho_{1}(\boldsymbol{x}, 0.0005)$ (upper left), $\rho_{2}(\boldsymbol{x}, 0.0005)$ (upper right), $\rho_{1}(\boldsymbol{x}, 0.001)$ (lower left), and $\rho_{2}(\boldsymbol{x}, 0.001)$ (lower right), obtained using the hybrid FDP method with $\Delta=1 / 20$.
of the sticky particle method, the hybrid FDP method provides a higher resolution: The maximum values of $\rho_{1}$ and $\rho_{2}$ are respectively $4.7355 \times 10^{3}$ and $9.6558 \times 10^{5}$, as compared to $3.5758 \times 10^{3}$ and $2.8726 \times 10^{5}$ reported in [13, Example 3].

## Example 3-Single-Species Blowup at the Corner of the Domain

The third example taken from [10] is designed to demonstrate the ability of the proposed hybrid FDP method to capture the blowup behavior away from the center of the initial Gaussian-shaped cell density.

We consider the single-species PKS system

$$
\left\{\begin{array}{l}
\rho_{t}+\nabla \cdot(\rho \nabla c)=\Delta \rho  \tag{4.1}\\
c_{t}=\Delta c+\rho-c
\end{array}\right.
$$

subject to following initial conditions:

$$
\begin{equation*}
\rho(x, y, 0)=500 \mathrm{e}^{-100\left[(x-0.25)^{2}+(y-0.25)^{2}\right]}, \quad c(x, y, 0) \equiv 0, \quad(x, y) \in \Omega=[-0.5,0.5] \times[-0.5,0.5] \tag{4.2}
\end{equation*}
$$

It has been proved in [30] that when the total mass of $\rho$ is below a certain threshold, the density $\rho$ can only blow up at the boundary of the computational domain. This is indeed the case for the IBVP (4.1)-(4.2).

We employ the hybrid FDP method to compute the solution on a mesh of size $\Delta=1 / 20$. The density $\rho$ at different times is shown in Figure 4.2, and the particle locations $\left\{\left(x_{i}(t), y_{i}(t)\right)\right\}$ at times $t=0.02$ and 0.1 are depicted in Figure 4.3. As one can observe, the behavior of the computed solution matches the theoretical results established in [30]: The mass of $\rho$ first moves to the boundary and then concentrates at the corner where the solution blows up.


Figure 4.2: Example 3: $\rho(\boldsymbol{x}, 0.02)$ (upper left), $\rho(\boldsymbol{x}, 0.05$ ) (upper right), $\rho(\boldsymbol{x}, 0.1)$ (lower left), and $\rho(\boldsymbol{x}, 0.2)$ (lower right), obtained using the hybrid FDP method with $\Delta=1 / 20$.


Figure 4.3: Example 3: particle locations at $t=0.02$ (left) and $t=0.1$ (right), obtained using the hybrid FDP method with $\Delta=1 / 20$. The color indicates the value of $w_{i}(t) /\left|\Omega_{i}(t)\right|$.

## Example 4-Single-Species Blowup in the Interior of the Domain

We consider the same IBVP as in Example 3, but with different initial conditions:

$$
\rho(x, y, 0)=1000 \mathrm{e}^{-100\left[(x-0.25)^{2}+(y-0.25)^{2}\right]}, \quad c(x, y, 0) \equiv 0, \quad(x, y) \in \Omega=[-0.5,0.5] \times[-0.5,0.5]
$$

In this case, the total mass of $\rho$ is greater than the threshold, and the solution is expected to blow up in the interior of the computational domain.

We compute the solution by the proposed hybrid FDP method on a mesh of size $\Delta=1 / 20$ until the final time $t=0.1$. In Figure 4.4, we plot the density $\rho$ at different times together with the location of the "dominating" particle at $t=0.1$ (by that time the solution has blown up and most of the mass is concentrated at the "dominating" particle), which is, as one can clearly see, inside the domain. This result is consistent with both the theoretical result in 30] and the numerical results reported in [1,12].

### 4.2 Parabolic-Elliptic Case ( $\tau=0$ )

In this section, we consider an extremely challenging numerical example introduced in [34].

## Example 5-Two-Species Blowup at the Center of the Domain

In this example, we consider the system (1.1) with $\tau=0, \gamma_{1}=\gamma_{2}=\zeta=\nu_{1}=\nu_{2}=\nu=\chi_{1}=1$, $\chi_{2}=20$, and subject to the following initial conditions:

$$
\rho_{1}(x, y, 0)=\rho_{2}(x, y, 0)=50 \mathrm{e}^{-100\left(x^{2}+y^{2}\right)}, \quad(x, y) \in \Omega=[-1,1] \times[-1,1]
$$

According to [24, 25], both $\rho_{1}$ and $\rho_{2}$ are expected to blow up simultaneously in finite time. However, as demonstrated in [8,13,34, $\rho_{1}$ and $\rho_{2}$ are expected to undergo different blowup patterns: While $\rho_{2}$ develops a $\delta$-type singularity, $\rho_{1}$ grows up algebraically.

We compute the solution until the same (as in [8, 13, 34]) final time $t=0.0033$ using the proposed hybrid FDP method on a mesh of size $1 / 20$. The densities $\rho_{1}$ and $\rho_{2}$, obtained at times
$t=0.02$

$t=0.1$


$$
t=0.05
$$


$t=0.1$


Figure 4.4: Example 4: $\rho(\boldsymbol{x}, 0.02)$ (upper left), $\rho(\boldsymbol{x}, 0.05)$ (upper right), $\rho(\boldsymbol{x}, 0.1)$ (lower left), and the location of the "dominating" particle at $t=0.1$ (lower right), obtained using the hybrid FDP method with $\Delta=1 / 20$.
$t=0.003$ and 0.0033 are shown in Figure 4.5. We would like to emphasize that achieving a high resolution of blowup behavior in $\rho_{1}$ is a particularly challenging task. Neither the secondorder hybrid finite-volume-finite-difference [34] nor its fourth-order version [8] were able to clearly capture the algebraic blowup of $\rho_{1}$. Some improvement was achieved in [13], where an AMM finitevolume upwind method was developed and applied to the studied IBVP, but the maximum of the blowed up $\rho_{1}$ on the finest mesh there was about 75 (compare with the corresponding maximum of $\rho_{2}$, which was about $1.3 \times 10^{5}$ ). One can observe in Figure 4.5, our hybrid FDP method leads to a considerably higher resolution of $\rho_{1}$ compared to the schemes in [8, 13, 34]: The maximum values of $\rho_{1}$ and $\rho_{2}$ at $t=0.0033$ are about $6.2 \times 10^{4}$ and $1.6 \times 10^{5}$, respectively. The qualitative jump in the resolution of $\rho_{1}$ is attributed to the low-dissipation nature of the sticky particle method.

In Figure 4.6, we present time evolution of the maximum values of $\rho_{1}$ and $\rho_{2}$ for $\Delta=1 / 15$,


Figure 4.5: Example 5: $\rho_{1}(\boldsymbol{x}, 0.003)$ (upper left), $\rho_{2}(\boldsymbol{x}, 0.003)$ (upper right), $\rho_{1}(\boldsymbol{x}, 0.0033)$ (lower left), and $\rho_{2}(\boldsymbol{x}, 0.0033)$ (lower right), obtained using the hybrid FDP method with $\Delta=1 / 20$.
$1 / 20,1 / 25$, and $1 / 30$. As one can see, by refining the mesh from $\Delta=1 / 15$ to $1 / 30$, the maximum of $\rho_{1}$ increases by a factor of about 6 , which exhibits a much faster increase compared those obtained in [8, 13, 34]. This clearly demonstrates that the hybrid FDP method outperforms its grid-based counterparts.

It should also be observed that the blowup time for the PKS-type system (1.1) cannot be obtained theoretically and therefore it is important to determine it numerically. Figure 4.6 suggests that the solution computed by the hybrid FDP method blows up by time $t=0.00294$, at which the entire mass of the second species concentrates at one point (noticably, this time is the same for different $\Delta$ ). We showcase this by zooming the maximum curves in Figure 4.6 at the time interval $[0.028,0.003]$, which helps one to better observe a difference between the blowup behavior of the first and second species. We note that the observed blowup time $(t=0.00294)$ is smaller the one $(t=0.0033)$ reported in [13]; see also [8, 34]. This is attributed to a low-dissipation nature


Figure 4.6: Example 5: The maximums of $\rho_{1}$ (left) and $\rho_{2}$ (right) computed using $\Delta=1 / 15,1 / 20$, $1 / 25$, and $1 / 30$.
of the sticky particle method as the grid-based methods in [8, 13, 34] contain numerical dissipation, which causes a delay in blowup for both $\rho_{1}$ and $\rho_{2}$.

## 5 Conclusion

In this paper, we have designed a novel hybrid finite-difference-particle (FDP) methods for the Patlak-Keller-Segel-type chemotaxis systems in either parabolic-parabolic or parabolic-elliptic form. Our approach uses a sticky particle method for the cell density equation(s) and a secondorder finite-difference scheme for the chemoattractant equation. The performance of the proposed hybrid FDP methods have been examined on a comprehensive series of challenging examples. Thanks to the low-dissipation nature of the sticky particle method, the proposed scheme is particularly adept at capturing the blowing up solutions in both one- and two-species cases. The numerical results obtained using the hybrid FDP methods exhibit superior resolution compared to traditional grid-based methods.
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