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SUMMARY

Systems of convection–diffusion equations model a variety of physical phenomena which often occur
in real life. Computing the solutions of these systems, especially in the convection dominated case, is
an important and challenging problem that requires development of fast, reliable and accurate numerical
methods. In this paper, we propose a second-order fast explicit operator splitting (FEOS) method based on
the Strang splitting. The main idea of the method is to solve the parabolic problem via a discretization of
the formula for the exact solution of the heat equation, which is realized using a conservative and accurate
quadrature formula. The hyperbolic problem is solved by a second-order finite-volume Godunov-type
scheme.

We provide a theoretical estimate for the convergence rate in the case of one-dimensional systems
of linear convection–diffusion equations with smooth initial data. Numerical convergence studies are
performed for one-dimensional nonlinear problems as well as for linear convection–diffusion equations
with both smooth and nonsmooth initial data. We finally apply the FEOS method to the one- and
two-dimensional systems of convection–diffusion equations which model the polymer flooding process
in enhanced oil recovery. Our results show that the FEOS method is capable to achieve a remarkable
resolution and accuracy in a very efficient manner, that is, when only few splitting steps are performed.
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1. INTRODUCTION

We present a fast explicit operator splitting (FEOS) method for the initial value problem (IVP) for
the systems of convection–diffusion equations

ut + ∇x · f(u) = D�u, u(x, 0) =u0(x) (1)

Here, u(x, t) = (u1(x, t), . . . , ul(x, t))T is an unknown l-vector, f is a nonlinear convection flux,
and D = diag(�1, . . . , �l) is a constant diagonal matrix with positive entries. In the general multidi-
mensional case, u is a vector function of a time variable t and d-spatial variable x= (x1, . . . , xd)
with corresponding fluxes f= ( f 1, . . . , f d).

Systems of convection–diffusion equations arise in a variety of applications and represent mathe-
matical models for a number of (physical) processes in fluid mechanics, astrophysics, meteorology,
multiphase flow in oil reservoirs, polymer flow, financial modelling, and many other areas. The
convection dominated case, which is of a particular importance, is the most challenging one from
numerical perspective: although the solution of (1) is typically smooth for t>0, its gradients may
be very large and a full resolution of viscous shock layers may be out of practical reach, espe-
cially in the multidimensional case. Therefore, one may have to apply shock capturing methods,
originally developed for hyperbolic systems of conservation laws. At the same time, even though
the impact of diffusion is not too significant, its presence typically reduces the efficiency of an
explicit numerical scheme for (1). One of the ways to overcome this difficulty is to use an operator
splitting method, which can be briefly described as follows.

We denote by SH the exact solution operator associated with the corresponding hyperbolic
system

ut + ∇x · f(u) = 0 (2)

and by SP the exact solution operator associated with the (linear) parabolic system

ut = D�u (3)

Then, introducing a (small) time step �t , the solution of the original convection–diffusion system
(which is assumed to be available at time t) is evolved in time in two substeps. First, the hyperbolic
system (2) is solved on the time interval (t, t + �t]

u∗(x)=SH(�t)u(x, t) (4)

and then the parabolic solution operator is applied to u∗, which results in the following approximate
solution at time t + �t :

u(x, t + �t) =SP(�t)u∗(x)=SP(�t)SH(�t)u(x, t) (5)

In general, if all solutions involved in the two-step splitting algorithm (4)–(5) are smooth, the
operator splitting method is second-order accurate at each time step and first-order accurate when
it is applied for advancing the solution of the IVP (1) from t = 0 to the final time T = N�t, N ∈ N

(see, e.g. Reference [1]).
Higher-order operator splitting algorithms can be derived by considering further substeps. For

instance, one time step of the second-order Strang splitting method [1] consists of three substeps:
u(x, t + �t) =SH(�t/2)SP(�t)SH(�t/2)u(x, t) (6)
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We also refer the reader to Reference [2], where similar splitting methods were derived by simply
choosing certain longer time increment sequences, while again alternating SH and SP. The time
increments of methods of orders 4, 6 and 8 can be found, for example, in Reference [3]. Although
they are, in general, not unique, it can be shown that splitting methods of orders higher than two
will require some negative time increments [4], which may cause numerical instability when time
irreversible (dissipative) systems are solved.

In applications, the exact solution operators SH and SP are replaced by their numerical
approximations. Note that the main advantage of the operator splitting technique is the fact that
the hyperbolic, (2), and the parabolic, (3), subproblems, which are of different nature, can be
solved numerically by different methods.

Since hyperbolic (systems of) conservation laws usually develop discontinuities, the system (2)
should be solved by a (high resolution) shock capturing scheme. The ‘hyperbolic’ substep in our
FEOS method is based on finite-volume schemes. Our particular choice is the second-order semi-
discrete Godunov-type central schemes, originally introduced in Reference [5], and then further
improved in References [6–8], where the so-called central-upwind schemes have been developed.
We note, however, that the ‘hyperbolic’ substep of our FEOS method is not tied up to a specific
choice of a finite-volume scheme and can be implemented with one’s favourite projection–evolution
method, in which a piecewise polynomial interpolant of the solution is first evolved to a new time
level and then projected back onto the space of piecewise polynomial functions.

The outcome of every ‘hyperbolic’ substep is a global approximation of u∗, realized in terms of
polynomial pieces over spatial cells. The main idea of the proposed FEOS method is to perform
the ‘parabolic’ substep using the exact solution operator for the heat equation. The solution is in
the form of a convolution integral, which is approximated using an appropriate conservative and
sufficiently accurate quadrature. Such a quadrature is studied in Section 2.

In the case of a linear flux f, we provide a rigorous error estimate for the introduced FEOS
method (see Section 2). The theoretical results are also supported by numerical experiments,
reported in Section 3.1. The case of a nonlinear flux f is much more complicated since the solution
may develop jump discontinuities in the process of ‘hyperbolic evolution’. In this case, only
numerical convergence study is performed (see Section 3.2). Finally, we apply the FEOS method
to the one- (1-D) and two-dimensional (2-D) systems that model polymer flooding processes in
enhanced oil recovery [9–11]. The proposed FEOS method seems to outperform the existing
alternative approaches. However, it should be pointed out that the current form of our method
has an applicability limitation since the diffusion matrix D in (1) is considered to be a constant
diagonal one.

2. FAST EXPLICIT OPERATOR SPLITTING (FEOS) METHOD

In this section, we describe the FEOS method. For simplicity, we present only its 2-D version and
provide a convergence rate analysis in the 1-D case.

The FEOS method is based on the Strang operator splitting (6), in which the exact solution
operators SH and SP are replaced by their numerical approximations. The ‘hyperbolic’ substep
is carried out using a Godunov-type finite-volume scheme, in which a piecewise polynomial
interpolant is first reconstructed from cell averages (computed at the previous time step), and then
evolved to the next time level according to the integral form of the hyperbolic system (2). More
precisely, the projection–evolution Godunov-type approach may be described as follows.
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We introduce a uniform grid (the extension to nonuniform Cartesian grids is pretty straight-
forward) with x� = ��x and y� = ��y. Assume that we have computed the cell averages of the
solution at some time level t

ū j,k(t) ≈ ū(x j , yk, t) := 1

�x�y

∫ yk+1/2

yk−1/2

∫ x j+1/2

x j−1/2

u(x, y, t) dx dy

We then reconstruct a piecewise polynomial interpolant for each component of the vector
u= (u1, . . . , ul)T. The (formal) order of accuracy of these reconstructions usually determines
the (formal) spatial order of the finite-volume scheme. In this paper, we will focus on second-order
schemes that require conservative piecewise linear (in x and y) reconstructions of the following
form:

ũ(x, y; t) = ū j,k(t) + sxj,k(x − x j ) + syj,k(y − yk)

for (x, y) ∈ (x j−1/2, x j+1/2) × (yk−1/2, yk+1/2) (7)

where the slopes sxj,k and syj,k have to be (at least) first-order approximations of the partial
derivatives ux (x j , yk, t) and uy(x j , yk, t), respectively. In order to ensure a nonoscillatory behaviour
of the reconstruction, which is a necessary condition for the overall scheme to be nonoscillatory,
the slopes should be computed with the help of a nonlinear limiter. In our numerical experiments,
we have used the one-parameter family of minmod limiters (see, e.g. References [12–14])

sxj,k =minmod

(
�
ū j+1,k(t) − ū j,k(t)

�x
,
ū j+1,k(t) − ū j−1,k(t)

2�x
, �

ū j,k(t) − ū j−1,k(t)

�x

)
syj,k =minmod

(
�
ū j,k+1(t) − ū j,k(t)

�y
,
ū j,k+1(t) − ū j,k−1(t)

2�y
, �

ū j,k(t) − ū j,k−1(t)

�y

) (8)

where � ∈ [1, 2], and the multivariate minmod function is defined by

minmod(z1, z2, . . .) :=

⎧⎪⎪⎨⎪⎪⎩
min j {z j } if z j>0 ∀ j

max j {z j } if z j<0 ∀ j

0 otherwise

Notice that larger �’s correspond to less dissipative but, in general, more oscillatory limiters.
Finally, the solution at the new time level t + �tHYP is obtained by (approximately) solving the

integral form of system (2), subject to the piecewise linear initial data (7)–(8), prescribed at time t .
This may be done using either the central or the upwind approach. In this paper, we evolved the
solution using the semi-discrete central-upwind scheme from Reference [7].
Remark
Note that due to the CFL condition, �tHYP may be smaller than �t/2, where �t is the size of the
splitting step. In this case, the approximate ‘hyperbolic’ substep of the splitting algorithm would
consist of several smaller ‘finite-volume subsubsteps’ of size �tHYP. This is a typical situation, for
example, in applications to polymer flows (see Section 4), where one is interested in developing
a reliable operator splitting method that is capable to produce a high quality approximate solution
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with a small number of splitting steps, that is, while keeping �t relatively large (see, e.g. Reference
[15] and the references therein).

Once the solution of the first ‘hyperbolic’ substep in (6) is performed, the cell averages

ū∗
j,k ≈ 1

�x�y

∫ yk+1/2

yk−1/2

∫ x j+1/2

x j−1/2

SH(�t/2)u(x, y, t) dx dy

are available, and we reconstruct another piecewise linear interpolant ũ ∗(x, y) following (7)–(8).
This piecewise linear function is then used as an initial condition for the parabolic IVP

ut = D�u, u(x, y, t) = ũ ∗(x, y) (9)

which is now, according to the Strang splitting algorithm (6), to be solved on the time interval
(t, t + �t].

Note that since D is a diagonal matrix, the parabolic system in (9) is actually a set of l uncoupled
heat equations for each component of u

(ui )t = �i�ui , ui (x, y, t) = ũ ∗
i (x, y), i = 1, . . . , l (10)

From now on, we will simplify our notation by using v instead of any of the ui ’s and � instead of
any of the �i ’s.

Next, we recall that in the 2-D case, the exact solution of (10) at time t + �t may be expressed
in the following integral form:

v∗∗(x, y) := v(x, y, t + �t) =
∫

R2
G(x − �, y − �, ��t )̃v ∗(�, �) d� d� (11)

where G is the ‘heat’ kernel

G(x, y, t) = 1

4�t
e−(x2+y2)/(4t) (12)

Now, using the fact that ∫
R2

G(x − �, y − �, ��t) d� d�= 1

we write (11) in the equivalent form

v∗∗(x, y)= ṽ ∗(x, y) +
∫

R2
G(x − �, y − �, ��t)(̃v ∗(�, �) − ṽ ∗(x, y)) d� d� (13)

Formula (13) is more suitable for our purposes because it is symmetric and allows us to discretize
the spatial integral while preserving the conservation of v, that is, ensuring that the equality∫

R2
v∗∗(x, y) dx dy =

∫
R2

ṽ ∗(x, y) dx dy

is satisfied on a discrete level as well.
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Since for the next ‘hyperbolic’ substep only the cell averages of v∗∗(x, y) are needed, we
average (13) over the corresponding computational cells to obtain

v̄∗∗
j,k = v̄∗

j,k + 1

�x�y

∫ yk+1.2

yk−1/2

∫ x j+1/2

x j−1/2

×
[∫

R2
G(x − �, y − �, ��t)(̃v ∗(�, �) − ṽ ∗(x, y)) d� d�

]
dx dy

= v̄∗
j,k + 1

�x�y

∑
i,�∈Z

∫ yk+1/2

yk−1/2

∫ x j+1/2

x j−1/2

∫ y�+1/2

y�−1/2

∫ xi+1/2

xi−1/2

×G(x − �, y − �, ��t)(̃v ∗(�, �) − ṽ ∗(x, y)) d� d� dx dy (14)

Next, the integrals on the right-hand side (RHS) of (14) are discretized using the midpoint quadra-
ture, that is

v̄∗∗
j,k = v̄∗

j,k + �x�y
∑

i,�∈Z

G(x j − xi , yk − y�, ��t)(v̄
∗
i,� − v̄∗

j,k) (15)

Remarks

1. In practice, the computational domain is finite and the infinite sum on the RHS of (15) reduces
to the sum over all computational cells (we obviously need to assume that the solution is
‘exponentially flat’ near the artificially imposed boundaries).

2. The midpoint quadrature (15) is conservative:∑
j,k∈Z

v̄∗∗
j,k = ∑

j,k∈Z

v̄∗
j,k + �x�y

∑
j,k,i,�∈Z

G(x j − xi , yk − y�, ��t)(v̄
∗
i,� − v̄∗

j,k) = ∑
j,k∈Z

v̄∗
j,k

since G(±(x j − xi ),±(yk − y�), ��t) =G(x j − xi , yk − y�, ��t) due to the symmetry of the
‘heat’ kernel (12). We also note that one may use a higher-order quadrature for discretizing
the integrals in (14), which will be conservative as long as it is symmetric.

The third and last substep of the FEOS method is again ‘hyperbolic’. We start with the cell
averages ū∗∗

j,k , computed at the ‘parabolic’ substep, reconstruct a piecewise linear interpolant
û (following (7)–(8)), and then evolve it using the same finite-volume method as in the first
‘hyperbolic’ substep to obtain the cell averages of the solution of (1) at the new time level t + �t

ū j,k(t + �t) ≈ 1

�x�y

∫ yk+1/2

yk−1/2

∫ x j+1/2

x j−1/2

SH(�t/2)û(x, y) dx dy

This completes the description of one time step of the FEOS method.

2.1. Error analysis

Here, we study the convergence rate of the FEOS method. At each time step (t → t + �t), the
L∞-error of our method, E(�t), is a sum of three errors: the operator splitting error ES(�t),
the error EH(�t) of the ‘hyperbolic’ substep and the error EP(�t) of the ‘parabolic’ substep.
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The first two errors are hard (if not impossible) to estimate in the nonlinear case since then the
solution of the hyperbolic subproblem may develop discontinuities. Our error analysis will be thus
limited to the linear case only. However, we will be able to bound the quadrature error EP(�t) in
both smooth and nonsmooth cases and the resulting orders will depend on the smoothness of the
solution.

We begin with the simplest case: the 1-D system with a linear flux f and smooth initial data u0.
Then both solutions of the IVP (1) and of the corresponding hyperbolic system (2) are globally
smooth and, as it has been mentioned in Section 1, the error of one step of the Strang splitting is
ES(�t)�C(��t)3, where � := max(�1, . . . , �l).¶ To simplify the notation, we assume from now on
that �1 = · · · = �l = �. We also assume that the hyperbolic subproblem is numerically solved using
a convergent, uniformly second-order method. In our numerical experiments, reported in Section
3.1.1, we have used the ‘no limiter’ version of the second-order central-upwind scheme, in which
the slopes in (7) are computed using central differences. Then the size of EH(�t) can be bounded
by C�t (�x)2 (note that here, �t is the total time period for which the linear hyperbolic problem
is solved in substeps 1 and 3 of the FEOS method). We will show in this section that the error of
the ‘parabolic’ substep is

EP(�t)�C1(�x)
2 + C2

(�x)4

(��t)2
+ C3

(�x)4

(��t)3/2

Therefore, adding the three components of the error at each time step and taking into account that
the total number of splitting steps is proportional to 1/�t , we obtain the following estimate for
the the global L∞-error of the FEOS method:

E(�t)�C

[
�3(�t)2 + (�x)2 + (�x)2

�t
+ (�x)4

�t (��t)2
+ (�x)4

�t (��t)3/2

]
(16)

Note that the presence of the �3 factor in the first term on the RHS of (16), ensures that even
when the size of the splitting step (�t) is large, the overall error may be small in the convection–
dominated case, that is, when � is small. This is the reason why we have been able to obtain high
quality results for the polymer flow (see Section 4), where it is essential (from an application
perspective) to keep the number of splitting steps as small as possible.

In order to achieve (theoretically) the fastest convergence rate of the FEOS method, one needs
to balance the errors in (16), that is, one needs to select � in �t ∼ �−1(�x)� so that to mini-
mize the overall error E(�t). The optimal choice is � = 2/3, and then the best theoretical error
bound is

E(�t)�C max{(�x)2, �(�x)4/3}
Here, for small � the dominating factor in the error is O((�x)2). This explains why in our numerical
examples (see Section 4) we have observed a second-order of convergence even for nonoptimal
values of �.

¶Throughout this section, we denote by C,C1,C2, . . . the absolute constants, which are independent of the small
scales of both the PDE system: �1, . . . , �l , and the numerical method: �x,�t . Particular values of these constants
are of no (practical) importance, and thus we do not keep track of them.
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We now turn to the proof of the error estimate for EP(�t). Note that if we start with
a smooth initial condition u0, the exact solution is globally smooth, and thus the function
SH(�t/2)u(x, t) will be at least as smooth as u0. Let us denote by v(x) the i th component of this
function. Let

ṽ ∗(x)=
∞∑

j=−∞
[v̄∗

j + s j (x − x j )]�[x j−1/2,x j+1/2](x)

�[x j−1/2,x j+1/2](x) :=
{
1 if x j−1/2<x<x j+1/2

0 otherwise

be a second-order piecewise linear approximation of v, that is v̄∗
j = v(x j ) + O((�x)2) and

s j = v′(x j ) +O(�x). Then the formula for the cell averages of the solution obtained at the end of
the ‘parabolic’ substep, (14), reduces to

v̄∗∗
j = v̄∗

j + 1

�x

∫ x j+1/2

x j−1/2

∫ ∞

−∞
G(x − �, ��t)(̃v ∗(�) − ṽ ∗(x)) d� dx (17)

where G is the 1-D ‘heat’ kernel

G(z, ��t) = 1

2
√

���t
e−z2/(4��t)

Next, we compute the cell averages v̄∗∗
j by applying the midpoint quadrature to the integral on the

RHS of (17)

v̄∗∗
j = v̄∗

j + �x
∞∑

i=−∞
G(x j − xi , ��t)(v̄

∗
i − v̄∗

j )

incurring an error∣∣∣∣∣ 1

�x

∫ x j+1/2

x j−1/2

∫ ∞

−∞
G(x − �, ��t)(̃v ∗(�) − ṽ ∗(x)) d� dx − �x

∞∑
i=−∞

G(x j − xi , ��t)(v̄
∗
i − v̄∗

j )

∣∣∣∣∣
which is the error of the ‘parabolic’ substep of our method. Then, the following theorem holds.

Theorem 2.1
Let us assume that ṽ ∗ is a second-order piecewise linear approximation of the function v ∈ C2(R),

whose second derivative is uniformly bounded in R. Then the error EP(�t) of the ‘parabolic’
substep in the FEOS method is

EP(�t)�C1(�x)
2 + C2

(�x)4

(��t)2
+ C3

(�x)4

(��t)3/2
(18)

where C1,C2, and C3 are absolute constants that are independent of �t, �x, and �.
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Proof
We first rewrite EP(�t) as follows:

EP(�t) = 1

�x
max
j∈Z

∣∣∣∣∣ ∞∑
i=−∞

[∫ x j+1/2

x j−1/2

∫ xi+1/2

xi−1/2

G(x − �, ��t)(̃v ∗(�) − ṽ ∗(x)) d� dx

−(�x)2G(x j − xi , ��t)(v̄
∗
i − v̄∗

j )

]∣∣∣∣∣
Then, we fix the point (x j , xi ), denoted by I j,i :=[x j−1/2, x j+1/2] × [xi−1/2, xi+1/2] the corre-
sponding square centred at this point, and consider the Taylor expansion up to order four of a
sufficiently smooth function h(x, �) about this point. Integrating the Taylor expansion of h over
I j,i and using the fact that∫ x j+1/2

x j−1/2

(x − x j )
2k+1 dx = 0,

∫ xi+1/2

xi−1/2

(� − xi )
2k+1 d� = 0, k = 0, 1, . . .

we obtain the local midpoint quadrature rule for the cell I j,i∫
I j,i

h(x, �) d� dx = h(x j , xi )(�x)
2 + E j,i + Ẽ j,i

Here, the two components of the error are:

E j,i = K1(�x)
4

(
�2h
�x2

(x j , xi ) + �2h

��2
(x j , xi )

)
(19)

and

|Ẽ j,i |�K2(�x)
6 max

(x,�)∈I j,i

{∣∣∣∣∣ �4h

�x����
(x, y)

∣∣∣∣∣ , � + ��4, ��0, ��0

}
(20)

where the constants K1 and K2 are independent of both �x and h. Then we have

EP(�t)� 1

�x
max

j

∣∣∣∣∣ ∞∑
i=−∞

E j,i +
∞∑

i=−∞
Ẽ j,i

∣∣∣∣∣�max
j

E j + max
j

Ẽ j (21)

where the following notation has been used:

E j := 1

�x

∣∣∣∣∣ ∞∑
i=−∞

E j,i

∣∣∣∣∣ , Ẽ j := 1

�x

∞∑
i=−∞

∣∣Ẽ j,i
∣∣ (22)

We now take h(x, �) =G(x − �, ��t)(̃v ∗(�) − ṽ ∗(x)), which is a C∞ function on the domain
(x j−1/2, x j+1/2) × (xi−1/2, xi+1/2), and estimate the errors E j and Ẽ j . To this end, we first compute
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the second derivatives of h

�2h
�x2

(x j , xi ) =Gzz(x j − xi , ��t)(v̄
∗
i − v̄∗

j ) − 2Gz(x j − xi , ��t)s j

�2h

��2
(x j , xi ) =Gzz(x j − xi , ��t)(v̄

∗
i − v̄∗

j ) − 2Gz(x j − xi , ��t)si

and after plugging them into (19) and (22), we obtain

E j = 2K1(�x)
3

∣∣∣∣∣ ∞∑
i=−∞

Gzz(x j − xi , ��t)(v̄
∗
i − v̄∗

j ) −
∞∑

i=−∞
Gz(x j − xi , ��t)(si + s j )

∣∣∣∣∣
Using the fact that Gz(z, ��t) is an odd function of z, Gzz(z, ��t) is an even function of z, and
that Gz(0, ��t) = 0, and applying the triangle inequality, we bound E j as follows:

E j�2K1(�x)
3

∞∑
i=1

{
|Gzz(i�x, ��t)|

∣∣∣∣∣ v̄
∗
j+i + v̄∗

j−i

2
− v̄∗

j

∣∣∣∣∣+ |Gz(i�x, ��t)‖s j−i − s j+i |
}

(23)

Next, the Taylor formula applied to v and v′ results in

∣∣∣∣∣ v̄
∗
j+i + v̄∗

j−i

2
− v̄∗

j

∣∣∣∣∣=
∣∣∣∣v(x j+i ) + v(x j−i )

2
− v(x j ) + O((�x)2)

∣∣∣∣
=
∣∣∣∣ (i�x)22

v′′(	i ) + O((�x)2)

∣∣∣∣�C1(i�x)
2 (24)

and

|s j−i − s j+i | = |v′(x j−i ) − v′(x j+i ) + O(�x)| = |2(i�x)v′′(
i ) + O(�x)|�C2(i�x) (25)

since v′′ is uniformly bounded in R. Then, substituting (24) and (25) into (23), and bounding the
resulting series by the corresponding improper integral, we obtain

E j �C(�x)3
∞∑
i=1

{(i�x)2|Gzz(i�x, ��t)| + (i�x)|Gz(i�x, ��t)|}

�C(�x)2
∫ ∞

0
{z2|Gzz(z, ��t)| + z|Gz(z, ��t)|} dz (26)

Next, we compute the required z-derivatives of the ‘heat’ kernel

Gz(z, ��t) = K1
z

(��t)3/2
e−z2/(4��t)

Gzz(z, ��t) =
(
K2

1

(��t)3/2
+ K3

z2

(��t)5/2

)
e−z2/(4��t)

(27)
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and therefore, using the triangle inequality and making the substitution s = z/(2
√

��t), we obtain
a uniform upper bound on the integral on the RHS of (26)∫ ∞

0
{z2|Gzz(z, ��t)| + z|Gz(z, ��t)|} dz�C1

∫ ∞

0
(s4 + s2)e−s2 ds =C2

Hence, the first component of the error EP(�t) in (21) is bounded by

E j�C1(�x)
2 (28)

We proceed now with estimating Ẽ j . First, we note that

max
(x,�)∈I j,i

∣∣∣∣∣ �4h

�x����
(x, �)

∣∣∣∣∣� max
(x,�)∈I j,i

|Gzzzz(x − �, ��t)| · max
x∈R

|̃v ∗(x)|

+ max
(x,�)∈I j,i

|Gzzz(x − �, ��t)| · max
m∈Z

|sm |

= max
z∈(( j−i−1)�x,( j−i+1)�x)

|Gzzzz(z, ��t)| · max
x∈R

|̃v ∗(x)|

+ max
z∈(( j−i−1)�x,( j−i+1)�x)

|Gzzz(z, ��t)| · max
m∈Z

|sm |

Then, we use this estimate in (20) and (22) to obtain

Ẽ j �C(�x)5
[
max
x∈R

|̃v ∗(x)|
∞∑

i=−∞
max

z∈(( j−i−1)�x,( j−i+1)�x)
|Gzzzz(z, ��t)|

+ max
m∈Z

|sm |
∞∑

i=−∞
max

z∈(( j−i−1)�x,( j−i+1)�x)
|Gzzz(z, ��t)|

]

�C(�x)5
[
max
x∈R

|v∗(x)|
∞∑

�=−∞
max

z∈(��x,(�+2)�x)
|Gzzzz(z, ��t)|

+ max
m∈Z

|sm |
∞∑

�=−∞
max

z∈��x,(�+2)�x)
|Gzzz(z, ��t)|

]
(29)

Next, we calculate the third and the fourth z-derivatives of G and bound them as follows:

|Gzzz(z, ��t)|�
(
C1

|z|3
(��t)7/2

+ C2
|z|

(��t)5/2

)
e−z2/(4��t)

|Gzzzz(z, ��t)|�
(
C3

z4

(��t)9/2
+ C4

z2

(��t)7/2
+ C5

1

(��t)5/2

)
e−z2/(4��t)
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These bounds are then used to estimate the sums on the RHS of (29)

∞∑
�=−∞

max
z ∈ (��x,(�+2)�x)

|Gzzzz(z, ��t)|

�C6

∞∑
�=0

{
((� + 2)�x)4

(��t)9/2
+ ((� + 2)�x)2

(��t)7/2
+ 1

(��t)5/2

}
e−(��x)2/(4��t)

� C7

�x(��t)2

∫ ∞

0
(s4 + s2 + 1)e−s2 ds = C8

�x(��t)2
(30)

and similarly

∞∑
�=−∞

max
z∈(��x,(�+2)�x)

|Gzzz(z, ��t)| �C9

∞∑
�=0

{
((� + 2)�x)3

(��t)7/2
+ (� + 2)�x

(��t)5/2

}
e−(��x)2/(4��t)

� C10

�x(��t)3/2

∫ ∞

0
(s3 + s)e−s2 ds = C11

�x(��t)3/2
(31)

Substituting (30) and (31) into (29) results in

Ẽ j�C2
(�x)4

(��t)2
max
x∈R

|̃v ∗(x)| + C3
(�x)4

(��t)3/2
max
m∈Z

|sm | (32)

Finally, we note that by the assumptions of the theorem both the interpolant ṽ ∗(x) and the slopes
sm are uniformly bounded. Thus, combining the estimates (28) and (32), we obtain the desired
error bound (18), and the proof is completed. �

Next, we establish a bound on the error of the ‘parabolic’ substep in the case of nonsmooth
initial data and/or a nonlinear flux f in (1). In this case, the piecewise linear approximation ṽ ∗ is
still uniformly bounded in R, but its slopes may be large (proportional to 1/�x) due to either the
initial layer or the breakdown of the solution at the ‘hyperbolic’ substep. Therefore, the accuracy
of the midpoint quadrature used in the ‘parabolic’ substep reduces as quantified in the following
theorem.

Theorem 2.2
Let us assume that ṽ ∗ is a (formally) second-order piecewise linear approximation of the piecewise
smooth function v, and |̃v ∗(x)|�C for all x ∈ R and |s j |�C(�x)−1 for all j . Then the error
EP(�t) of the ‘parabolic’ substep in the FEOS method is

EP(�t)�C

(
�x√
��t

)
provided

�x√
��t

�1 (33)

where C is an absolute constant that is independent of �t , �x and �.

Proof
We proceed as in the proof of Theorem 2.1 and obtain estimate (23). However, since the function v

is only piecewise smooth now, the bounds (24) and (25) cannot be established. We instead use the
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assumptions on ṽ ∗ and its slopes, namely, |̃v ∗(x)|�C ∀x ∈ R and |s j |�C(�x)−1 ∀ j , the formulae
for Gz and Gzz in (27), and apply the substitution s = z/(2

√
��t) to obtain the following bound

on E j (compare with (26)):

E j �C1(�x)
3

∞∑
i=1

|Gzz(i�x, ��t)| + C2(�x)
2

∞∑
i=1

|Gz(i�x, ��t)|

�C1(�x)
2
∫ ∞

0
|Gzz(z, ��t)| dz + C2(�x)

∫ ∞

0
|Gz(z, ��t)| dz

� C1(�x)2

��t

∫ ∞

0
(s2 + 1)e−s2 ds + C2(�x)√

��t

∫ ∞

0
se−s2 ds�C

((
�x√
��t

)2

+ �x√
��t

)

Finally, combining this estimate with (32) and assuming that �x�
√

��t , we obtain the error
bound (33). This completes the proof of the theorem. �

3. NUMERICAL CONVERGENCE STUDY

In this section, we present a numerical study of the convergence rates of the FEOS method. We
consider the 1-D scalar linear convection–diffusion equation subject to both smooth and nonsmooth
initial data and the nonlinear Burgers’ equation. We observe a second-order convergence rate for
the linear equation with smooth initial data, which correlates reasonably well with our theoretical
results in Section 2.1. In the case of nonsmooth initial data, the convergence rate reduces to first-
order. In the nonlinear case, we surprisingly recover the same second-order (in the L1-norm) as
in the linear case. We also observe that the convergence rates are not too sensitive to the change
in the size of the splitting steps (�t).

3.1. 1-D linear convection–diffusion equation

We apply the FEOS method to the 1-D linear convection–diffusion equation

ut + ux = �uxx , �= 0.01 (34)

subject to the compactly supported initial data

u(x, 0) = u0(x) (35)

We take the computational domain to be [−1.5, 1.5] and the final time to be t = 0.2.
The exact solution of the IVP (34)–(35) is available and is given by

u(x, t) := 1

2
√

��t

∫ ∞

−∞
e−(x−t−�)2/(4�t)u0(�) d�

A numerical convergence study is performed by calculating the L∞-error (the required values of
the exact solution are computed using the fourth-order Simpson quadrature over the uniform grid
with 12 800 cells). In the next two subsections, we present the experimental convergence rates in
the case of smooth and nonsmooth initial data.
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Table I. Linear convection–diffusion equation with smooth initial data—the L∞-errors.

Number of �= 1
3 �= 2

3 �= 1
grid cells

L∞-error Rate L∞-error Rate L∞-error Rate

100 2.41e-02 — 3.17e-02 — 2.46e-02 —
200 5.75e-03 2.07 5.71e-03 2.47 5.80e-03 2.08
400 1.42e-03 2.02 1.42e-03 2.00 1.42e-03 2.03
800 3.51e-04 2.01 3.51e-04 2.02 3.51e-04 2.02

1600 8.75e-05 2.00 8.75e-05 2.00 8.75e-05 2.00
3200 2.19e-05 2.00 2.19e-05 2.00 2.19e-05 2.00

3.1.1. Smooth initial data. We solve Equation (34) subject to the smooth initial data

u(x, 0)=
⎧⎨⎩cos4

(�x

2

)
if |x |�1

0 otherwise
(36)

Since the solution of the IVP (34), (36) as well as the ‘intermediate solutions’ obtained at the
‘hyperbolic’ substeps are globally smooth, the nonlinear limiting mechanism in the hyperbolic
solver (the central-upwind scheme) has been switched off.

The size of the splitting steps is taken �t =C�−1(�x)�. The corresponding convergence rates
for different values of � are shown in Table I, where the second-order of convergence can be
clearly observed for both the (theoretically) optimal value of � = 2

3 and the nonoptimal ones, � = 1
3

and � = 1.

3.1.2. Nonsmooth initial data. Next, we numerically solve Equation (34) subject to the following
nonsmooth initial condition:

u(x, 0) =

⎧⎪⎪⎨⎪⎪⎩
1 if − 1�x<0

−1 if 0�x<1

0 otherwise

using the FEOS method. Since initially the solution contains very large gradients, we apply the
(nonlinear) minmod limiter (8) with � = 2 in the beginning, but after t = 5�tHYP the limiters are
safely switched off since Equation (34) is linear and thus does not have any built-in breakdown
mechanisms.

In Tables II and III, we present the computed L∞- and L1-errors and the corresponding numerical
convergence rates. We note that since in the case of nonsmooth initial data our error analysis is
not complete, it is not clear what the optimal value of � should be. If we assume that the accuracy
of one Strang splitting step is the same as in the smooth case, then balancing the error bound in
(33) with the splitting error of size (��t)3 results in the optimal � = 2

7 . However, it is natural to
expect that in this case the order of the splitting algorithm would be smaller and then balancing
�x/

√
��t with (��t)2 would give us another optimal � = 2

5 . One can observe the convergence
rate of about 0.8–0.9 in the L∞-norm and of 1 in the L1-norm. As in the case of smooth initial
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Table II. Linear convection–diffusion equation with nonsmooth initial data—the L∞-errors.

Number of �= 1
7 �= 2

7 �= 2
5 �= 4

5
grid cells

L∞-error Rate L∞-error Rate L∞-error Rate L∞-error Rate

100 7.07e-01 — 5.51e-01 — 4.32e-01 — 5.75e-01 —
200 2.97e-01 1.25 2.99e-01 0.88 3.12e-01 0.47 3.24e-01 0.83
400 1.72e-01 0.79 1.70e-01 0.82 1.71e-01 0.87 1.86e-01 0.80
800 9.85e-02 0.81 9.71e-02 0.81 9.69e-02 0.82 9.33e-02 1.00

1600 6.22e-02 0.67 5.05e-02 0.94 5.92e-02 0.71 5.33e-02 0.81
3200 3.73e-02 0.74 2.89e-02 0.81 3.11e-02 0.93 3.13e-02 0.76

Table III. Linear convection–diffusion equation with nonsmooth initial data—the L1-errors.

Number of �= 1
7 �= 2

7 �= 2
5 �= 4

5
grid cells

L1-error Rate L1-error Rate L1-error Rate L1-error Rate

100 2.21e-01 — 1.68e-01 — 1.39e-01 — 1.70e-01 —
200 6.10e-02 1.85 6.58e-02 1.35 6.46e-02 1.11 6.35e-02 1.43
400 3.34e-02 0.87 3.34e-02 0.98 3.31e-02 0.96 3.35e-02 0.92
800 1.73e-02 0.95 1.72e-02 0.96 1.72e-02 0.95 1.73e-02 0.96

1600 8.84e-03 0.97 8.79e-03 0.97 8.79e-03 0.97 8.75e-03 0.98
3200 4.49e-03 0.98 4.44e-03 0.98 4.43e-03 0.99 4.40e-03 0.99

data (Section 3.1.1), these rates are higher than expected, but the effect of boundary layer can be
clearly seen via comparison of the data in Tables II and III with the results reported in Table I.

3.2. Burgers’ equation

In this section, we use the FEOS method to compute the solution of the nonlinear 1-D
Burgers’ equation

ut +
(
u2

2

)
x

= �uxx , �= 0.01 (37)

subject to the smooth compactly supported initial data (36). The computational domain is
[−1.5, 1.5], and the final time is t = 1, which is a post-shock time for the corresponding in-
viscid Burgers’ equation. Unlike the case of a linear convection–diffusion equation, the splitting
solution may now break down at the ‘hyperbolic’ substep. Therefore, the hyperbolic solver employs
the minmod limiter (8) with � = 2 at each time step.

The exact solution of the IVP (37), (36) is given by the Hopf formula

u(x, t) =
∫∞
−∞(x − �)e−�(x,�,t)/(2�) d�∫∞

−∞ te−�(x,�,t)/(2�) d�
, �(x, �, t) := (x − �)2

2t
+
∫ �

0
u0(�) d�
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Table IV. Burgers’ equation—the L∞-errors.

Number of �= 1
7 �= 2

7 �= 2
5 �= 4

5
grid cells

L∞-error Rate L∞-error Rate L∞-error Rate L∞-error Rate

100 1.99e-02 — 1.98e-02 — 2.29e-02 — 2.31e-02 —
200 6.11e-03 1.71 6.10e-03 1.70 6.06e-03 1.92 5.78e-03 2.00
400 1.56e-03 1.97 1.55e-03 1.97 1.55e-03 1.97 1.48e-03 1.96
800 3.91e-04 2.00 3.90e-04 2.00 3.90e-04 1.99 3.91e-04 1.92

1600 1.50e-04 1.37 1.20e-04 1.70 1.18e-04 1.72 1.07e-04 1.87
3200 8.60e-04 0.78 5.37e-05 1.16 4.68e-05 1.33 1.93e-05 1.87

Table V. Burgers’ equation—the L1-errors.

Number of �= 1
7 �= 2

7 �= 2
5 �= 4

5
grid cells

L∞-error Rate L∞-error Rate L∞-error Rate L∞-error Rate

100 2.16e-03 — 2.06e-03 — 2.50e-03 — 2.57e-03 —
200 6.76e-04 1.68 6.74e-04 1.61 6.23e-04 1.90 6.62e-04 1.96
400 1.75e-04 1.94 1.76e-04 1.94 1.75e-04 1.94 1.76e-04 1.91
800 4.59e-05 1.93 4.57e-05 1.94 4.57e-05 1.94 4.59e-05 1.94

1600 1.30e-05 1.82 1.23e-05 1.90 1.22e-05 1.90 1.19e-05 1.95
3200 6.69e-06 0.96 4.27e-06 1.52 3.80e-06 1.69 3.07e-06 1.96

Its point values, needed to calculate the errors, are obtained using the fourth-order Simpson
quadrature over a uniform grid with 12 800 cells. The computed L∞- and L1-errors are shown in
Tables IV and V. Once again, the optimal value of � in �t =C�−1(�x)� is not known, but we
observe that the convergence rates are now larger for larger � (and thus, for smaller �t). Even
though the formal proof is unavailable, this phenomenon is quite expected since the solution of
the inviscid Burgers’ equation, solved at the ‘hyperbolic’ substeps, typically breaks down after
a certain time, and when �t is relatively small, the ‘hyperbolic’ solution remains smooth. This
pushes the orders of convergence all the way up to second-order. However, when � is small, that
is, when the number of splitting steps is small, the accuracy reduces to first-order, which has also
been observed in the linear case with nonsmooth initial data. At the same time, we would like to
point out that in the latter case, the error is still very small. This suggests that our FEOS method
may be efficiently applied to more interesting problems (see Section 4), for which the ability of
the method to achieve a reasonably high accuracy while performing only few splitting steps is a
very important feature.

4. APPLICATION TO THE POLYMER SYSTEM

In this section, we apply our FEOS method to 1-D and 2-D models describing flow in porous media.
We numerically solve the systems of convection–diffusion equations (38) and (43), see Sections
4.1 and 4.2 below. These systems model polymer flooding processes in enhanced oil recovery (see
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References [9–11] and the references therein). The initial data in our examples are taken form
References [15, 16], and thus a comparison of our method with some existing alternative methods
can be made.

4.1. One-dimensional examples

We first consider the 1-D system of two convection–diffusion equations{
st + f (s, c)x = �sxx

bt + (c f (s, c))x = �bxx
(38)

with b= b(s, c)= sc+a(c), subject to the initial data s(x, 0) = s0(x), c(x, 0) = c0(x). Here, (s, c)T

is the unknown state vector, �>0 is a small scaling parameter, and

f := f (s, c)= s2

s2 + �(1 + c)(1 − s)2
, a := a(c)= c

5(1 + c)
(39)

In all the numerical experiments, presented in this section, we take � = 1
2 and  = 2.

We will compare the numerical solution computed by the FEOS method with a reference solution
obtained without any operator splitting by combining the second-order central-upwind scheme with
the explicit second-order central-difference approximation for the diffusion term in (38). In all our
numerical experiments, we will take the value of the minmod (see (8)) parameter � = 1, since the
flux here is nonconvex and, as it has been demonstrated in Reference [17], the use of compressive
minmod limiter with �>1 may lead to a convergence to a ‘wrong’ solution that does not satisfy
the entropy condition for all entropies. Obviously, this will not be a problem when � is large, but
we are focusing on the convection-dominated regime, in which a large error at the ‘hyperbolic’
substep cannot be ‘fixed’ by a small diffusion acting at the ‘parabolic’ substep.

Example 1
In the first example, we consider the polymer system (38) subject to the following discontinuous
initial data:

(s0, c0)(x)=
{

(1.0, 0.5), x�0.25

(0.1, 0.1), x>0.25
(40)

In the inviscid case, these initial data correspond to a Riemann problem, whose solution consists
of an s-shock, followed by a c-shock and an s-rarefaction wave.

In Figure 1, we plot the approximate solutions of (38), (40) (dotted line) at time t = 1 for
� = 0.001 and � = 0.01, computed by the FEOS method with two splitting steps and 500 uniform
grid cells. The solid line represents a reference solution computed with 10 000 cells. As one can
clearly see, for � = 0.001 the computed solution agrees well with the reference one, while for
� = 0.01 the s-component of the solution is smeared. Therefore, one needs to perform more than
two splitting steps. In Figure 2, the solutions computed for � = 0.01 by the FEOS method with 8
and 32 splitting steps are shown. Now the resolution of both s and c fronts is very high.

We also study the convergence rate of the FEOS method with respect to the number of splitting
steps. In order to do this, we fix the spatial mesh to 1000 uniform cells and increase the number
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Figure 1. Solution of (38), (40) with �= 0.001 and �= 0.01 computed by the FEOS method with 2
splitting steps (dotted line). The solid line represents the reference solution.
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Figure 2. Solution of (38), (40) with � = 0.01 computed by the FEOS method with 8 and 32 splitting
steps (dotted line). The solid line represents the reference solution.

of splitting steps by powers of two. We then compute relative errors in the L∞ and L1 norms for
each component of the solution according to the following formulae:

E∞ = ‖u − uref‖∞
‖uref‖∞

, E1 = ‖u − uref‖1
‖uref‖1

where u denotes one of the components of the splitting solution and uref denotes the corresponding
component of the reference solution. Tables VI and VII show the errors (computed at time t = 1
in both norms for �= 0.001 and 0.01) and the convergence rates for the s- and c-components of
the solution, respectively. As one can see, in all cases, the convergence rate start decreasing after
a certain number of splitting steps since, as it follows from the error estimates (18) and (33), the
splitting step in the FEOS method cannot be taken too small. A similar convergence study has
been performed in Reference [15] and we would like to point out that the relative errors obtained
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Table VI. Example 1. Estimated errors and convergence rates for the s-component of the solution.

Number �= 0.001 �= 0.01
of steps

L∞-error Rate L1-error Rate L∞-error Rate L1-error Rate

2 2.46e-01 — 2.53e-03 — 2.05e-01 — 8.80e-03 —
4 1.16e-01 1.10 1.66e-03 0.61 1.46e-01 0.50 5.94e-03 0.57
8 8.40e-02 0.46 1.09e-03 0.61 8.50e-02 0.78 3.47e-03 0.78
16 3.29e-02 1.35 7.74e-04 0.49 3.42e-02 1.31 1.57e-03 1.14
32 1.93e-02 0.77 6.14e-04 0.33 1.27e-02 1.43 5.96e-04 1.40
64 4.82e-02 −1.32 5.56e-04 0.14 4.87e-03 1.38 2.07e-04 1.52

128 5.60e-02 −0.21 5.20e-04 0.09 2.35e-03 1.04 9.05e-05 1.19
256 5.69e-02 −0.03 5.14e-04 0.01 1.70e-03 0.48 7.38e-05 0.30

Table VII. Example 1. Estimated errors and convergence rates for the c-component of the solution.

Number �= 0.001 �= 0.01
of steps

L∞-error Rate L1-error Rate L∞-error Rate L1-error Rate

2 1.34e-02 — 7.06e-04 — 1.31e-02 — 3.28e-03 —
4 9.63e-03 0.48 5.33e-04 0.41 7.93e-03 0.72 1.87e-03 0.81
8 7.27e-03 0.40 4.11e-04 0.38 4.05e-03 0.97 9.25e-04 1.02
16 5.70e-03 0.35 3.34e-04 0.30 1.74e-03 1.21 3.96e-04 1.23
32 4.66e-03 0.29 3.28e-04 0.02 6.04e-04 1.53 1.45e-04 1.44
64 5.17e-03 −0.15 3.54e-04 −0.11 1.43e-04 2.08 4.31e-05 1.75

128 5.96e-03 −0.21 3.77e-04 −0.09 8.97e-05 0.67 2.01e-05 1.10
256 6.42e-03 −0.10 3.92e-04 −0.05 9.38e-05 −0.06 2.58e-05 −0.36

in the FEOS method are, on the average, ten times smaller than those obtained in Reference [15]
(we refer the reader to that work for comparison).

Example 2
Next, we consider system (38) subject to the following nonmonotone Riemann initial data:

(s0, c0)(x)=
{

(0.45, 0), x�0.25

(0.20, 1), x>0.25
(41)

In the inviscid case, the solution of this IVP consists of five intermediate states, separated by
simple waves (see, e.g. Reference [9]). Figure 3 shows both components of the computed solution
(dotted lines) at time t = 1 of the viscous case with �= 0.0025, obtained using the FEOS method
with two splitting steps only. The computed solutions are compared with the reference solutions
(solid lines). As in Example 1, the approximate solutions are computed with 500 uniform grid cells
and the reference solution is computed with 10 000 cells, using the second-order central-upwind
scheme without splitting. As one can see, the implementation of the FEOS method results in a
fairly accurate approximation of the c-wave while the s-component is again smeared. In order to
demonstrate the convergence, we increase a number of splitting steps and show, in Figure 4, the
s-component of the solution, computed by the FEOS method with 8 and 32 splitting steps.
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Figure 3. Solution of (38), (41) with � = 0.0025 computed by the FEOS method with 2 splitting steps
(dotted line). The solid line represents the reference solution.
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Figure 4. s-component of the solution of (38), (41) with � = 0.0025 computed by the FEOS method with
8 and 32 splitting steps (dotted line). The solid line represents the reference solution.

Example 3
This example is a Riemann problem corresponding to a compressive shock in the inviscid case, in
which both the s- and the c-characteristics go into the shock and contribute to its self-sharpening.
The initial condition is given by

(s0, c0)(x)=
{

(0.75, 0.8), x�0.25

(0.839619, 0.4), x>0.25
(42)

If this Riemann problem is slightly perturbed, the solution changes from a single shock to a
composition of waves moving with almost the same speed (see, e.g. Reference [15]). There are two
possible results of the perturbation: either a monotone or a nonmonotone solution. In the viscous
case, the problem will be perturbed instantly, which results in a truly nonlinear phenomenon:
monotone initial data evolve into nonmonotone solutions. In Figure 5, we plot the approximate
solutions of (38), (42) with �= 0.005 (dotted lines) at time t = 1, computed by the FEOS with two
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Figure 5. Solution of (38), (42) with � = 0.005 computed by the FEOS method with 2 and 4 splitting
steps (dotted line). The solid line represents the reference solution.

and four splittings steps. As in the previous two Examples, we compare these solutions computed
with 500 uniform grid cells with the corresponding reference solutions computed with 10 000
cells. The exact (reference) solution has a dip due to the presence of the diffusion term. As one
can observe, the dip in the s-component of the solution is not resolved well when only two or
four splitting steps are performed. Therefore, in Figure 6, we show the results obtained with 8 and
32 splittings steps, where a very high resolution is achieved. We would like to point out that the
alternative operator splitting methods, described in Reference [15], fail to resolve the dip in the
s-component of the solution (see Figures 10 and 11 in Reference [15]).

4.2. Two-dimensional example

Finally, we consider the 2-D polymer system:

st + f (s, c)x + f (s, c)y = �(sxx + syy)

bt + (c f (s, c))x + (c f (s, c))y = �(bxx + byy)
(43)
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Figure 6. s-component of the solution of (38), (42) with �= 0.005 computed by the FEOS method with
8 and 32 splitting steps (dotted line). The solid line represents the reference solution.
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Figure 7. s (left) and c (right) components of the solution of (43)–(44) with �= 0.01 computed by the
FEOS method on a 200× 200 grid with 4 splitting steps.

where, as in the 1-D case, b= b(s, c)= sc+ a(c) and f and a are given by formula (39). We now
take �= = 1 and consider the 2-D Riemann problem with the following initial data:

(s, c)(x, y, 0)=

⎧⎪⎪⎨⎪⎪⎩
(1.0, 0.0), x<0, y<0

(1.0, 0.1), x>0, y>0

(0.0, 0.0) otherwise

(44)

The example is taken from Reference [16], where the corresponding inviscid system was numer-
ically solved by a front tracking method. Here, we consider the viscous case with �= 0.01. The
solution, computed at time t = 0.4 by the FEOS method with 200× 200 grid cells and four splitting
steps, is plotted in Figure 7. In order to demonstrate convergence of the method, we also show, in
Figure 8, the same solution but computed on 400× 400 grid with two and four splittings steps.
As one can see, all major waves are already accurately captured with four splittings steps for the
s-component of the solution and with only two steps for the c-component of the solution.
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Figure 8. s (left) and c (right) components of the solution of (43)–(44) with �= 0.01 computed by the
FEOS method on a 400× 400 grid with 2 and 4 splitting steps.

It should be pointed out that a fast and efficient implementation of the FEOS method in two
(and more) dimensions can only be achieved by taking into account the special form of the heat
kernel given by (12). The presence of the exponents of the type e−(x j−xi )2+(yk−y�)2/4��t on the
RHS of the midpoint rule (15), used in the ‘parabolic’ substep of the FEOS method, allows one to
perform the summation only in a (relatively) small neighbourhood of each cell, where the exponents
do not practically vanish. This significantly reduces CPU times and thus makes the FEOS method
very efficient.

ACKNOWLEDGEMENTS

The work of A. Chertock was supported in part by the NSF Grant #DMS-0410023. The work of
A. Kurganov was supported in part by the NSF Grant #DMS-0310585. The work of G. Petrova was
supported in part by the NSF Grants #DMS-0296020 and DMS-0505501.

REFERENCES

1. Strang G. On the construction and comparison of difference schemes. SIAM Journal on Numerical Analysis
1968; 5:506–517.

Copyright q 2006 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (in press)
DOI: 10.1002/fld



A. CHERTOCK, A. KURGANOV AND G. PETROVA

2. Yoshida H. Construction of higher order symplectic integrators. Physics Letters A 1990; 150:262–268.
3. Lee J, Fornberg B. A split step approach for the 3-D Maxwell’s equations. Journal of Computational and Applied

Mathematics 2003; 158:485–505.
4. Suzuki M. General theory of fractal path integrals with applications to many-body theories and statistical physics.

Journal of Mathematical Physics 1991; 32:400–407.
5. Kurganov A, Tadmor E. New high-resolution central schemes for nonlinear conservation laws and convection–

diffusion equations. Journal of Computational Physics 2000; 160:214–282.
6. Kurganov A, Lin CT. On the reduction of numerical dissipation in central-upwind schemes. Computer Physics

Communications, to appear.
7. Kurganov A, Noelle S, Petrova G. Semi-discrete central-upwind schemes for hyperbolic conservation laws and

Hamilton–Jacobi equations. SIAM Journal on Scientific Computing 2001; 23:707–740.
8. Kurganov A, Petrova G. Central schemes and contact discontinuities.M2AN Mathematics Modelling and Numerical

Analysis 2000; 34:1259–1275.
9. Johansen T, Winther R. The solution of the Riemann problem for a hyperbolic system of conservation laws

modeling polymer flooding. SIAM Journal on Mathematical Analysis 1988; 19:541–566.
10. Risebro NH, Tveito A. Front tracking applied to a non-strictly hyperbolic system of conservation laws. SIAM

Journal on Scientific and Statistical Computing 1991; 12:1401–1419.
11. Tveito A. Convergence and stability of the Lax-Friedrichs scheme for a nonlinear parabolic polymer flooding

problem. Advances in Applied Mathematics 1990; 11:220–246.
12. Lie KA, Noelle S. On the artificial compression method for second-order nonoscillatory central difference schemes

for systems of conservation laws. SIAM Journal on Scientific Computing 2003; 24:1157–1174.
13. Nessyahu H, Tadmor E. Non-oscillatory central differencing for hyperbolic conservation laws. Journal of

Computational Physics 1990; 87:408–463.
14. Sweby PK. High resolution schemes using flux limiters for hyperbolic conservation laws. SIAM Journal on

Numerical Analysis 1984; 21:995–1011.
15. Karlsen KH, Lie KA, Natvig JR, Nordhaug HF, Dahle HK. Operator splitting methods for systems of convection–

diffusion equations: nonlinear error mechanisms and correction strategies. Journal of Computational Physics 2001;
173:636–663.

16. Haugse V, Karlsen KH, Lie KA, Natvig JR. Numerical solution of the polymer system by front tracking.
Transport in Porous Media 2001; 44:63–83.

17. Kurganov A, Petrova G, Popov B. Adaptive semi-discrete central-upwind schemes for nonconvex hyperbolic
conservation laws. SIAM Journal on Scientific Computing, submitted.

Copyright q 2006 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (in press)
DOI: 10.1002/fld



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /ENU (Use these settings to create PDF documents with higher image resolution for improved printing quality. The PDF documents can be opened with Acrobat and Reader 5.0 and later.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


